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salaries are 10 times the figure derived by spinning a roulette wheel plus either $600 (in the case of 
women) or $1,100 (in the case of men). Among both men and women, much of the variation in 
earnings would be "unexplained" (that is, R2 for an earnings regression would be relatively low), but 
the pay gap of $500 would clearly be discriminatory, and would persist even if a variable measuring 
each employee©s roulette wheel number were added to the analysis, thereby making it possible to 
explain perfectly all of the variation in pay.

4 The last sentence in O©Neill©s discussion, quoted above, suggests that "intangible qualities"  
omitted variables may well be correlated with variables that are typically included in analyses of 
the pay gap (e.g., years of work experience, years out of the workforce, schooling). To the extent 
that this is so, omission of variables denoting the intangible qualities O©Neill mentions will not bias 
the estimated pay gap at all. For further discussion of the omitted variables issue, see Bloom and 
Killingsworth (1982).

5 For example, see Willis and Associates (1980); Young (n.d., esp. Part IV; and 1984); 
Stackhouse (1980); Council on the Economic Status of Women, State of Minnesota (1982); 
Commission on the Status of Women, State of Illinois (1983); and Urban Research Center (1987). 
Several of these studies have not involved the use of formal statistical analysis; for example, Remick 
(1988, p. 226) writes that the original Willis study for Washington State (1974) was based not on 
regression but rather on "eyeballing" the relation between pay and evaluation points.

6 Instead of running a single regression with a sex composition variable, some analysts (e.g., 
Sorensen 1986) fit two regressions, for predominantly female and predominantly male jobs 
considered separately. The pay difference disfavoring the "female" jobs is then calculated as the 
difference between actual mean pay in those jobs and "predicted" pay, calculated using the mean 
level of job evaluation points among the female jobs and the regression coefficients derived for the 
"male" jobs. (The pay difference favoring predominantly male jobs can be derived in a similar 
manner.) This procedure is analogous to the two-equation approach adopted in many conventional 
economic analyses of pay (recall note 2). In general, two-equation comparable worth analyses, like 
their counterparts in conventional economic analyses, yield implications regarding overall sex 
differences in pay that are quantitatively very similar to those yielded by the single-equation 
approach.

7 Since Pierson, Koziara and Johannesson (1984) did not have job evaluation point scores, they 
took this approach in their study of a single private-sector employer. Lacking "formal ratings of job 
worth," Baron and Newman (1989, p. 110-111) analyzed jobs in the California civil service using 
either (1) vectors of dummy variables denoting detailed state civil service job families or (2) 
variables denoting minimum requirements (education, work experience, etc.) established for jobs.

8 For example, see Newman (1976) and Newman and Vonhof (1981). Newman was counsel to 
the plaintiffs in AFSCME v. State of Washington, discussed in chapter 1, and has been a leading 
advocate of the concept of comparable worth. Indeed, Bergmann (1988, p. 186) calls Newman one 
of the originators of comparable worth. Newman and Vonhof (1981, p. 322) contend that "pay 
equity, the so-called ©civil rights issue of the 80©s,© is nothing more than a simple garden variety wage 
rate inequity [sic] which the industrial relations world has historically wrestled with and resolved." 
Newman (1976, p. 265) argues that existing laws are adequate to address this problem, and presents 
data for an industrial plant showing unequal rates of pay for jobs with similar evaluation point 
scores to support his contention that, at the plant in question, women were adversely treated relative 
to men in terms of unequal access to better-paid work as well as unequal pay for identical work.

9 This appears to be the case in all of the comparable worth analyses prepared for adminis 
trative bodies or legal proceedings, e.g., the Willis (1974, 1976) studies. To simplify, the 
discussion here assumes that the absolute magnitude of salary "ranges" (i.e., the dollar difference
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between the maximum and minimum for different job classifications) does not vary systematically 
with salary levels (e.g., the midpoint of the salary range or the average actual salary). The 
argument, however, can readily be adapted to an alternative case in which the proportionate 
magnitude of salary ranges does not vary with salary levels (in which case the absolute magnitude 
of salary ranges will be wider at higher salary levels). The former approach amounts to an 
assumption that the appropriate dependent variable (10 is the dollar amount of salary; the latter, to 
an assumption that the appropriate dependent variable is the logarithm of salary.

10 Thus, consequences of other differences between the conventional economic analysis and 
comparable worth analysis of pay use of job rather than individual characteristics, use of jobs 
rather than individuals as the unit of analysis are temporarily ignored; the discussion here refers 
only to the effect of using an administrative pay construct instead of actual pay.

11 For example, suppose a firm has two jobs, each with minimum salary rates. If men enjoy 
favored treatment in hiring and/or promotion into the better-paid job, then, on average and other 
things (job preferences and qualifications, X) being equal, women will typically be in the lower- 
paid job and will have been there for a long time, whereas men will typically be in the higher-paid 
job and will have been there for less time. Thus, particularly when pay in excess of the minimum for 
one©s job depends on "time in job" (e.g., time in rank or time in grade), the amount of pay received 
in excess of the minimum for one©s job, a, will be greater among women than among men. (Of 
course, this does not mean that the firm favors women: since women are denied equal access to the 
better-paying job, they will be concentrated in the job with the lower minimum salary and will be 
earning a lower "total" salary, Y=A+a, relative to otherwise similar men.)

12 The same arguments apply when A is the salary midpoint for employees©jobs (so that a can be 
either positive, i.e., pay in excess of the midpoint, or negative, i.e., pay below the midpoint). 
Unequal pay for equal work would mean that, at given X, women©s a will tend to be negative and 
men©s a will tend to be positive; thus, at given X, unequal pay for equal work entails a positive 
correlation between Mand a, and a negative correlation between M and both —a and e*, resulting in 
a downward bias in the estimate of d, i.e., to understatement of the male salary advantage and 
female salary disadvantage. On the other hand, to the extent that there is unequal access to better 
work via differential promotion rates, so that women "max out" at lower-paid jobs more often than 
do men with the same X, women©s (men©s) a will tend to be positive (negative). This induces an 
upward bias in the estimate of d.

13 Because the company is assumed to be sex-blind, the same dividing line, XA *, separates 
persons working in jobs A and B regardless of sex. For either sex, average skill within job B (A) is 
simply the mean of the skill distribution to the right (left) of XA *. The mean skill levels within joby 
(=/4orfl)forsex5(=wory), Xjs , are shown in figure 3.1. For each joby, XJm > X^ reflecting the 
assumption that the skill distribution of men has a higher mean than that of women.

14 To distinguish between the two concepts, imagine a company with 1,000 employees divided 
into 100 jobs (with employment in some jobs greater, and in others less, than the overall average of 
10 employees per job). A conventional economic analysis would run a regression for individual 
workers, and would thus have a sample size of 1,000. A grouped-data equivalent would be to 
compute the mean, within each of the 100 jobs, of each of the variables considered in the 
conventional approach and to run a regression using the within-job mean values of all variables. 
This grouped-data regression would have a sample size of 100. The jobs in such a regression can be 
weighted according to employment in each job; this ensures that jobs with many employees receive 
a greater statistical weight in the calculations than do jobs with only a few employees. Most 
comparable worth analyses, however, have used unweighted rather than weighted data.

15 See the appendix to this chapter for a formal demonstration in the context of a simple model of 
a firm with two jobs.
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16 A simple example may be helpful here. Several years ago, as director of the Rutgers graduate 
program in economics, I advocated a sizable raise for the graduate program©s secretary. Rutgers has 
a highly bureaucratized civil service-style job structure, complete with job descriptions, salary 
ranges, etc., so, to support the raise, it was necessary to argue that the secretary©s job should be 
reclassified. It was, and the raise duly took effect. Why did she receive the raise? The institutionalist 
answer might be: because her position in the job structure changed. From a conventional economic 
perspective, however, that does not answer the question, but merely reformulates it: why did her 
position in the job structure change? The conventional economic answer to this fundamental 
question seems natural: because of her productivity, which is a function of both "measured" 
characteristics X (e.g., education, prior service) and "unmeasured" characteristics e (e.g., moti 
vation, intelligence).

17 Presumably, working conditions are essentially the same in all departments, as are responsi 
bility and effort. Depending on what enters into the evaluation, "skill" might vary from one 
department to another, although it would seenr likely that individuals at the same academic rank 
(full professor, associate professor, etc.) would be assessed as having the same "skill" even if they 
are in different departments. Note the similarity between this hypothetical situation and the 
translators example discussed in chapter 2.

18 If "job" were defined as a department-rank combination, it would, however, be necessary to 
include a variable measuring the difference in assessed worth of the different academic ranks. 
Alternatively, one could simply include a set of indicator variables that denoted each job©s academic 
rank. The former approach is the equivalent of a bias-free job evaluation, whereas the latter is 
equivalent to a policy capturing approach to job evaluation (see chapter 2).

19 One can imagine expanding the regression to include measures of the average characteristics 
possessed by the individuals in each job (i.e., each department or each department-rank combina 
tion). For example, if one were defining "jobs" to be department-rank combinations, one might add 
variables measuring the proportion of persons in each job who have a Ph.D., the average years of 
service of persons in each job, etc. Again, however, one would not include an indicator for the field 
of each job (e.g., social work or statistics) because the jobs would already have been determined to 
be comparable.

20 Discrimination by the university against women engineers in hiring would certainly contrib 
ute to a negative relation between "femaleness" of discipline and pay among faculty employed by the 
university; but neither conventional economic nor comparable worth analysis of pay is concerned 
with discrimination in hiring.

21 Note that sex discrimination by educational institutions in providing scholarships and 
research grants, evaluating students, making admissions decisions, etc., may contribute to over- 
representation of women in low paying fields. Thus, the discussion in the text should not be taken to 
mean that "choice" of academic discipline is entirely voluntary, or that discriminatory behavior on 
the part of universities is in no way responsible for underrepresentation of women in high-paying 
fields such as engineering. However, when it comes to employment decisions, even a sex-blind 
university must take the sex composition of individuals qualified for each discipline as a given.

22 The nursing labor market is literally a textbook example of a monopsonized labor market 
(Ehrenberg and Smith 1982, pp. 65-66). Devine (1969, p. 542) and witnesses at congressional 
hearings (U.S. Congress, House 1983, p. 70) have described collusive wage-fixing agreements 
adopted by hospital administrators. Other witnesses have described similar arrangements adopted 
by employers of clerical workers in San Francisco and Boston (U.S. Congress, House 1983, pp. 
88, 96).

23 See Baker and Bresnahan (1985), whose methodology for analyzing whether collusion of



100 The Economics of Comparable Worth

firms affects product prices is clearly applicable to questions about whether employers© collusion 
affects wage rates. Note that it may be particularly difficult to analyze systematic underpayment of 
predominantly female (relative to predominantly male) jobs based on shortages and surpluses when 
the employer-e.g., a state government pays above-market rates to essentially all jobs, albeit to a 
greater extent for mostly male than mostly female jobs. In that case, there will be excess applicants 
for essentially all jobs, albeit to a greater extent for mostly male than mostly female jobs.

24 For example, see Treiman and Hartmann, eds. (1981, esp. chapter 4) and Sorensen (1986). 
Ehrenberg (1989) provides a comprehensive review of such studies.

25 A job that is PJ percent female is already 1 —pj percent male, so adding pjd to its pay is 
equivalent to making it (for pay purposes, at least!) an all-male job. Although comparable worth 
need not require raising pay of predominantly/ema/e jobs an alternative would be to reduce pay in 
predominantly male jobs all discussions of comparable worth that I have seen call for pay 
increases, not pay decreases (recall the discussion in chapter 2).

26 For example, suppose that job A is targeted for a comparable worth wage increase effective 
January 1, 1986, and that job B is not targeted for any such increase. Under the first definition, C,, 
would equal zero both for job B (or persons in job B) at all dates land for job A (or persons in job A) 
at dates prior to 1986, and would equal unity for job A (or persons in job A) at all dates on or after 
1986. Under the second definition, C,v would equal zero for all observations (all individuals or jobs) 
before 1986, and would equal unity for all observations on or after 1986.

27 Similar remarks apply to a related definition: defining C,, as the amount of the comparable 
worth wage increase accorded (persons in) the job, and set at zero for all (persons in) jobs not 
targeted for such increases.

28 The analogy here is to traditional studies of the union-nonunion pay differential, which 
estimate the pay gap between unionists and nonunionists but do not estimate the gain or loss in pay 
for either group relative to what would have prevailed in the absence of unionism.

29 For example, in Minnesota, most of the state©s comparable worth wage adjustments were 
targeted to jobs held by employees represented by the American Federation of State, County and 
Municipal Employees (AFSCME). Evans and Nelson (1989, pp. 96-102) note that after these 
adjustments, a rival union, the Minnesota Association of Professional Employees (MAPE), fought 
the resulting compression in pay differentials traditionally enjoyed by its members. If successful, 
MAPE©s initiative would effectively have meant comparable worth-induced pay adjustments even 
for some nontargeted jobs. Ironically, in some of their subsequent discussion, Evans and Nelson 
(1989, esp. p. 99) treat the state©s comparable worth pay adjustments as pure add-ons to existing 
salary levels. Likewise, Orazem and Mattila (1989, esp. p. 182) analyze the wage effects of 
proposed comparable worth adjustments in Iowa by simply recomputing each employee©s salary as 
if the adjustments were pure add-ons: salary of any employee in a nontargeted job is kept at the same 
level; salary of any employee in a targeted job is increased by the amount specified by the proposed 
comparable worth adjustments.

30 O©Neill, Brien and Cunningham (1989) analyze the wage effects of Washington State©s 1984 
and 1986 comparable worth wage adjustments using cross-section regressions for state employees© 
pay in 1980, 1983 and 1987. They find that the sex differential in pay narrowed during 1983-87. 
However, they also find that (1) during 1983-87 the sex differential in pay for nonstate workers also 
narrowed, and (2) the differential for state workers narrowed during 1980-83 as well as 1983-87. 
Since they do not explicitly control for environmental variables of the kind discussed in the text 
(indeed, they are precluded from doing so because they have only three years of data), they are 
therefore unable to quantify the wage effects of the comparable worth adjustments per se.

31 For example, in the case of Minnesota, the environmental variables include (in addition to
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current and lagged values of the Consumer Price Index) a set of measures of total employment and 
average monthly earnings in the private sector in both the Minneapolis-St. Paul Metropolitan 
Statistical Area and in the state as a whole, derived from the U.S. Bureau of Labor Statistics© 
ES-202 data file. The ES-202 data file is described in further detail in chapter 4.

32 Note that fixed-effects estimation can be thought of as roughly equivalent to first-differencing 
the data, and thus to analyzing whether changes in wages are associated with changes in employ 
ment levels. Although the hierarchical nature of organizations may induce a relation between wage 
changes and employment changes that has nothing to do with factor demands, this seems much less 
plausible than the notion that hierarchy induces a relation between wage levels and employment 
levels.

33 Strictly speaking, comparable worth did not lead to net job losses, i.e., net decreases in 
employment relative to prior levels. It may have led to some gross reductions in employment. 
However, long-run trends, cyclical factors, etc., induced enough new accessions to offset any such 
gross reductions in employment. On balance, employment was higher after adoption of compara 
ble worth than it was before adoption.

34 One could think of / as a "score" whose value is affected by observed characteristics of the 
individual, X (which in general though not in the case considered here might well include sex), 
and by unobserved characteristics, w, such that a sufficiently high score causes the individual to be 
placed in job A. See Bloom and Killingsworth (1982) for further discussion.





Comparable Worth in Minnesota State 
Government Employment

In this chapter, I discuss Minnesota©s experience with comparable 
worth. A series of studies and reports on the status of women state 
government employees ultimately led to a state Pay Equity Act adopted 
in 1982. 1 Since then, state government employees have received three 
sets of comparable worth pay adjustments. Minnesota©s Commission on 
the Economic Status of Women (1985, p. 1) has said that the state is

in the forefront of pay equity efforts in the nation... the first [state] 
to implement pay equity legislation for its employees.... Min 
nesota©s experience shows that pay equity can be implemented 
smoothly and at a reasonable cost.

How has the state©s comparable worth legislation affected the female/ 
male differential in pay, and employment of women and men, in state 
government?

4.1 Background

Minnesota employs over 30,000 workers in about 1800 job categories 
("classes" or "classifications"). About 90 percent are covered by collec 
tive bargaining agreements and are divided into 16 bargaining units, 
more or less according to occupation, represented by 11 unions, the 
most important of which is the American Federation of State, County, 
and Municipal Employees (AFSCME). (The Minnesota State Univer-

I thank Ronald G. Ehrenberg, Cordelia Reimers and participants in seminars at the U.S. Bureau of 
Labor Statistics, the University of Maryland and Rutgers University for many helpful comments on 
previous versions of this chapter.

103



104 The Economics of Comparable Worth

sity System is autonomous in pay and other matters, and is not consid 
ered in this chapter.)

The period before adoption of the 1982 comparable worth statute saw 
considerable discussion of the status of women in state government 
employment. 2 In 1975, AFSCME and the state agreed to study issues 
about pay and promotion discrimination against women, but no funds 
were appropriated for this purpose. In October 1976, the Twin Cities 
branch of the National Organization for Women published a report on 
women©s status in state government employment. That same year, the 
state legislature established a Council (later renamed the Commission) 
on the Economic Status of Women (CESW), consisting of state legisla 
tors and public members. The commission promptly held hearings on 
women in state employment, and, in 1977, published a report on the 
subject. The next year, the state©s Legislative Audit Commission (LAC) 
reported on its year-long study of the state personnel commission, which 
included analyses of the relative status of female and male state employ 
ees. LAC©s report documented sizable sex differences in occupational 
status and earnings in state government employment, as did a May 1979 
report by CESW.

As these studies and discussions took place, the state began a compre 
hensive Public Employment Study (PES). As part of the PES, the state 
retained Hay Associates to conduct an evaluation of 762 job classifica 
tions, based mainly on job descriptions (most of the jobs not evaluated 
were either managerial or else had fewer than 10 incumbents; see CESW 
1982, p. 19). The evaluations were carried out by three separate com 
mittees of state employees, trained by Hay Associates in its factor-point 
job evaluation methodology. 3 Each committee consisted of a Depart 
ment of Personnel Representative and seven state employees from other 
departments. 4 The committees evaluated the state©s jobs using the Hay 
system, which considers "know-how," "problem-solving," "accountabil 
ity" and working conditions (Minnesota Department of Finance 1979a, 
p. 18); "market factors" (e.g., wages paid in the private sector) were not 
considered. 5

According to Hay Associates, the evaluations showed only a "slight 
tendency" for predominantly male occupations to receive higher pay
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than predominantly female occupations (Minnesota Department of Fi 
nance, 1979a, p. 72). Furthermore, the PES said, predominantly 
female office and clerical jobs (in which the great majority of women 
were employed) were typically "paid about the same as are most other 
classes [i.e., jobs] at similar levels of complexity" (Minnesota Depart 
ment of Finance 1979b, p. 1-19).

"Although the contract with Hay Associates was not undertaken for 
the purpose of conducting a comparable worth study, or even as a basis 
for compensation" (Rothchild 1985, p. 107), and although neither Hay 
Associates nor the PES suggested much reason to adjust pay for pre 
dominantly female job classes, in October 1981 the CESW set up a pay 
equity task force to analyze pay differences between male and female 
jobs. Task force members included state legislators, public members, 
union representatives and representatives from the Department of Em 
ployee Relations. The Task Force©s report directly contradicted the 
relatively benign conclusions of Hay Associates (CESW 1982, p. 21; 
emphasis original):

In almost every case, the pay for women©s jobs is lower than the pay 
for comparable male jobs. In most cases the pay for women©s jobs is 
lower than the pay for men©s jobs with fewer [job evaluation] points.

Overall, the Task Force found, the gap in pay between predominantly 
female and predominantly male jobs was about 20 percent. 6 Accord 
ingly, it recommended that "comparable worth, as measured by skill, 
effort, responsibility and working conditions, shall be the primary 
consideration in establishing salaries for those jobs which are at least 70 
percent female," and that there be a "pay equity set-aside to target job 
classes which are at least 70 percent female to be brought up to salaries 
for other jobs with comparable value" (CESW 1982, p. 25).

The legislature acted quickly in its 1982 session to put the Task Force 
recommendations into law. The policy statement for the legislation 
(Minnesota Statutes, chapter 43A.1, subdivision 3) reads:

It is the policy of this state to attempt to establish equitable compen 
sation relationships between female-dominated, male-dominated,
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and balanced classes of employees in the executive branch. Com 
pensation relationships are equitable within the meaning of this 
subdivision when the primary consideration in negotiating, estab 
lishing, recommending, and approving total compensation is com 
parability of the value of the work in relationship to other positions 
in the executive branch.

The law requires the Commissioner of Employee Relations to list, by 
January 1 of odd numbered years, predominantly female classes that are 
paid less than other classes with the same number of Hay points, and to 
estimate the cost of equalizing pay for classes with the same Hay 
points. 7 The Legislative Commission on Employee Relations must then 
recommend an amount to be appropriated for special pay comparability 
adjustments. Funds for such adjustments, appropriated through the 
usual legislative process, are earmarked for "salary equalization" for the 
job classes on the Commissioner©s list. These funds are allocated to 
different bargaining units according to their share of the total estimated 
cost of pay equalization; actual distribution of salary adjustments is 
determined by collective bargaining (CESW 1985, p. 14).

The first two sets of comparable worth pay adjustments, adopted in 
1983, were implemented in July 1983 and July 1984 at a total cost 
(including fringes and other nonwage items) of $21.7 million. About 
8225 employees in 151 job classes received pay adjustments of about 
$1,600 over the two-year period. A third set of adjustments, costing a 
total of $11.7 million, was adopted by the 1985 legislature and imple 
mented in July 1985. The cost of the three adjustments represented 
about 2.4 percent (1983-4) and 1.3 percent (1985) of the state©s payroll. 
By the end of the adjustments, individual annual "pay equity" salary 
increases averaged about $2,200; all clerical workers and about half of 
the state©s health care workers received some increases; about ten per 
cent of the beneficiaries were men. (See CESW 1985, pp. 14-15; 
Rothchild n.d., p. 4; and Rothchild 1984, pp. 124-125.)

According to CESW (1985, p. 15), the two waves of salary adjust 
ments enacted under the state©s comparable worth law "will allow for full 
implementation of pay equity for Minnesota state employees by... June 
30,1987." Specifically, according to a Commission newsletter (1986, p.
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2), effective June 30, 1987, the average maximum monthly salary for 
female jobs was to be the same as the average maximum monthly salary 
for male jobs with similar Hay job evaluation point values.

Adoption and implementation of the comparable worth pay adjust 
ments for state employees proceeded quite smoothly (although in 1985 
police and firefighter unions in St. Paul broke with other unions and 
opposed that city©s job evaluation, conducted as part of the extension of 
comparable worth to local government). Private-sector employer 
groups were largely quiescent, although some expressed fears which, 
thus far, have not materialized that "the next step is the private sector" 
(Wall Street Journal 1985b).

4.2 Data

The data used in this chapter©s analyses of pay and employment in 
Minnesota state government both before and after the comparable worth 
pay adjustments described above are contained in a set of computerized 
quarterly "slice files." Each of these files has information on each state 
employee present and active during the relevant quarter from October 
1981 to April 1986 inclusive: 8 the employee©s sex, ethnicity, birth date, 
date of entry into state employment, job classification, date of entry into 
current job classification, handicap status, veteran status and other 
characteristics. Since each employee has a unique identifying number, 
the files can be linked over time to form a longitudinal database. 9 A 
companion "class file," providing the title (e.g., "Engineering Aide") 
and Haypoint score (e.g., 178) for job classifications, can be merged 
with the slice files for analyses of relationships among pay, Haypoints 
and other factors for individual state employees. An obvious advantage 
of the slice files (especially once they have been merged with the class 
file) is that they permit analysis at both the level of the job (i.e., class), as 
in comparable worth studies, and at the level of individuals, as in 
conventional economic studies of pay.

Table 4.1 lists the variables used in the first set of analyses, of pay, 
reported below, and also provides descriptive statistics for individual
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employees. This indicates that as of October 1981 the state©s workforce 
was about 44 percent female, was almost entirely white, had an average 
age of about 40 years, and had been in state employment for an average 
of almost nine years. 10 No Haypoint rating (job evaluation score) is 
available for about 15 percent of the individuals; for the most part, rates 
of pay for the jobs these individuals held were well above average. 
Overall (including both Hay-rated and unrated jobs), the average hourly 
rate of pay (as of October 1981) is about $8.23 (or about $17,122 for a 
2,080-hour year), although hourly rates vary from the minimum wage, 
$3.35, to a maximum of over $26. In the following analyses, pay and 
some other variables mentioned later are measured in units of natural 
logarithms (I use "In," the customary abbreviation, to refer to natural 
logarithms), so that coefficients on variables measured this way may be 
interpreted as percentage effects.

As noted in section 3.4, analyses of wage and employment changes 
over time in the presence of comparable worth may depend critically on 
one©s ability to control for the counterfactual, i.e., for changes that 
would have occurred (even) in the absence of comparable worth. In the 
longitudinal analyses discussed in sections 4.4-5 below, I have therefore 
included regressors pertaining to (1) consumer prices and (2) the pri 
vate-sector economy in both the Minneapolis-St. Paul Metropolitan 
Statistical Area (MSA) and in the state of Minnesota as a whole. The 
basic data for the private-sector economy are contained in the U.S. 
Bureau of Labor Statistics© ES-202 data file, which is derived from state 
employment security agency reports on employment and wage pay 
ments of employers covered by state unemployment insurance pro 
grams (U.S. Bureau of Labor Statistics n.d.). These data provide direct 
measures of total persons employed for each month and total dollar 
earnings per quarter (including payments not subject to unemployment 
insurance tax). Quarterly employment is derived by summing monthly 
employment figures for the relevant quarter. Monthly wage data i.e., 
earnings per employed person per month  are derived by dividing total 
quarterly earnings by quarterly employment.
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Table 4.1 Definitions and Descriptive Statistics 
for Variables Used in the Pay Analyses

Short 
Name Definition

LOG_HRLY In (hourly wage rate)

Dummies (for sex and ethnicity)
FEMALE _ indicator: sex is female
BLACK __ indicator: race is black
INDIAN _ indicator: race is American Indian
HISPANIC indicator: race is Hispanic
ASIAN __ indicator: race is Asian

Percent (for sex/ethnic makeup of job class)
PCTFEMAL own job class :% female
PCTBLACK own job class :% black
PCTINDIA own job class: % American Indian
PCTHISPA own job class :% Hispanic
PCTASIAN own job class: % Asian

Haypoint Variables
HAY_MISS indicator: Haypoint rating is unknown
HAYPOINT Haypoint rating (0 if unknown)
HAYPOISQ HAYPOINT squared xO.OOl

Standard Regressors
AGE age at end of quarter
AGE SQ AGE squared X 0.001
SVC_FRST service with State from earliest entry date
SVC_F_SQ SVC_FRST squared xO.OOl
SVC_MREC service with State from most recent entry date
SVC_M_SQ SVC_MREC squared xO.OOl
AGESVC F AGE * SVC FRST
AGESVC M AGE * SVC MREC
HANDICAP indicator: handicapped
VET_VIET indicator: Vietnam-era veteran
VETOTHER indicator: other veteran

Mean for 
Employees 

at 10/81

2.108

0.435
0.014
0.008
0.006
0.005

0.435
0.014
0.008
0.006
0.005

0.149
182.628
52.643

39.739
1.734
8.741
0.139
8.741*
0.139*
0.402
0.402*
0.054
0.078
0.117

* By construction, SVC_MREC=SVC_FRST as of the first date in the panel (October 1981). For 
later dates, these two variables will differ only if an individual both left and then returned to State 
employment during the period covered by the panel (October 1981-April 1986).
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4.3 Cross-Section Analyses: Sex Differentials in Hourly Pay, 
1981 and 1986

I begin by presenting cross-section regression analyses of pay using 
the October 1981 and April 1986 slice files. First, I use individuals as 
the unit of analysis, as in conventional economic studies of pay; then, I 
use classes (jobs), as in comparable worth studies of pay. These cross- 
section analyses provide information on numerous issues discussed in 
chapter 3, including the following: To what extent do methodological 
differences between comparable worth and conventional economic anal 
yses of pay lead to different results regarding the sex differential in pay? 
To what extent did cross-section sex differentials in hourly rates of pay 
change during 1981-86, when the state©s comparable worth pay adjust 
ments were being implemented?

Individual-level results

Table 4.2 summarizes results for conventional ordinary least squares 
(OLS) cross-section regressions in which the unit of analysis is the 
individual employee (the full results appear in appendix tables A4.1, for 
October 1981, and A4.2, for April 1986). There are four specifications: 
"raw differentials," in which the only regressors are variables denoting 
employees© sex and ethnicity; "raw differentials with Haypoints," in 
which the regressors consist of Haypoint variables pertaining to em 
ployees© classes (i.e., jobs) 11 as well as sex and ethnicity variables; 
"standard regressors," in which the regressors are measures of employee 
characteristics like those conventionally used by economists analyzing 
pay differentials e.g., age, years of service and sex/ethnicity; and 
"standard regressors with Haypoints," i.e., the standard regressors with 
Haypoint variables added. Table 4.1 lists all variables by type (e.g., 
Haypoint variables).

For each of these four specifications, I use three different versions of 
the sex and ethnicity variables: indicators ("dummies"); measures of the 
proportion female, black, etc., in employees©job classes ("percent"); 
and both indicators and proportion variables ("dumm & %"). The first
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Table 4.2 Summary of Individual-Level Pay Regressions 
(dep. var.=LOG_HRLY; t in parentheses)

Raw Differentials Raw Diffs. with Hay points 

Variable Dummies Percent Dumm & % Dummies Percent Dumm & %

October 1981
FEMALE _

PCTFEMAL

April 1986:
FEMALE _

:
-0.2867
(92 .148)

-0.0151
(3.531)

-0.4814

-0. 2158

(131 .740)

-0.
(64.

1493
.347)

-0.4663
(82.759)

-0.0136
(67.797)

PCTFEMAL -0.
(93

3796
.720)

(3.051)

-0
(88

.2707
.226)

-0.0681
(33..406)

-0.3659
(60.565)

Standard Regressors

Variable

October 1981
FEMALE_

Dummies

:
-0.,2255

Percent Dumm & %

-0.0208
(74.244)

PCTFEMAL -0. 3932
(109.494)

April 1986:
FEMALE _

PCTFEMAL

-0
(51

.1636

.292)

(5 .328)

Stand.

-0
(42

Regs

.1217

.468)

-0.0152
(4.781)

-0.2555
(57.774)

-0.0136
(4.752)

-0.1081
(26.687)

. with Haypoints

Dummies Percent

-0.
(56

1238
.017)

-0.3740
(73 .447)

-0.0178

-0.2974
(73 .989)

(4 .316)

-0
(78

.2266
.835)

-0.0438
(22 .310)

-0.2814
(51 .419)

-0.0812
(30 .193)

Dumm & %

-0.0192
(6.685)

-0.2088
(53.408)

-0.0104
(4.063)

-0.0719
(20.309)

(dummies) version is the one typically used by economists. The second 
(percent) has been popularized by proponents of comparable worth. 
The third version simply combines the first and second. Although the 
third may at first seem a rather strange hybrid, the percent variables 
used here are analogous to the "percent organized" variables sometimes 
used in studies of union wage effects. In the present setting, coefficients 
on the percent variables derived using the second (percent) approach
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indicate the extent to which pay for individuals in all-female jobs differs 
from that of individuals in all-male jobs, when the other things in the 
analysis (e.g., Hay points, age, etc.) are held constant. 12 Likewise, in 
the third (dumm & %) version, coefficients on the percent variables 
indicate the extent to which, ceteris paribus, pay for individuals of the 
same sex differs depending on whether they are in (virtually) all-male or 
(virtually) all-female jobs; whereas coefficients on the dummy variable 
for sex indicate how much, ceteris paribus, pay for individuals in classes 
with the same sex composition differs depending on whether they are 
male or female. 13 Accordingly, I refer to the coefficient on the "female 
sex" indicator, FEMALE_, as the "sex differential," and to the coeffi 
cient on the "proportion of the class that is female" variable, 
PCTFEMAL, as the "class composition differential."

Several patterns are apparent in table 4.2. First, for any given specifi 
cation (e.g., standard regressors), the sum of the sex and class composi 
tion differentials in the dumm & % version is usually very close to the 
class composition differential in the percent version: the dumm & % 
version (which explicitly takes account of the sex of individual employ 
ees) effectively subdivides the class composition effect of the percent 
version (which ignores individuals© sex) into a class-composition- 
constant sex effect and a sex-constant class-composition effect. More or 
less equivalently, for any given specification, the dumm & % version 
almost exactly partitions the sex differential in the dummies version 
(which ignores class composition) into a sex effect and a class composi 
tion effect (Welch, 1988): interaction between the effects of sex and class 
composition is minimal in these data.

To see this, note that, in the dummies version, a "change in sex" 
amounts to a change in both (a) sex per se and (b) the sex composition of 
one©s job. In the dumm & % version, the overall change in (the In of) pay 
associated with changing sex from male to female is therefore d In Y=bF 
+b %F(%FF—%FM), where bF and b %F are the coefficients on 
FEMALE_ and PCTFEMAL, respectively, obtained in the dumm & 
% version, and %FS is the mean of PCTFEMAL for sex s ( = men or 
women). In October 1981, %FF-%FM equals about 0.7648-0.1816 
=0.5832; in April 1986 it equals about 0.7598-0.2057=0.5531.
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Evaluated at these values for the relevant year, the magnitude of d In Yin 
the dumm & % version is usually very similar to the magnitude of the 
coefficient on FEMALE_ in the corresponding dummies version of the 
same specification (e.g., standard regressors) for the same year. 14

A second feature of the results is that controlling for Haypoints 
reduces both the sex and class composition differentials considerably. 
Controlling for the standard regressors also reduces these differentials, 
but to a lesser extent. 15 To some degree, then, Haypoints do indeed 
serve as an index of employees© jobs (i.e., classes), as suggested in 
section 3.3.

The most noteworthy aspect of these tables, however, is the consider 
able reduction in both the sex differential and, in particular, the class 
composition differential between October 1981 and April 1986, when 
the state©s comparable worth pay adjustments took place. (In the dumm 
& % specification, virtually all of the reduction has been in the class- 
composition differential, i.e., in the coefficient on PCTFEMAL rather 
than in the coefficient on FEMALE_. Since actual implementation of 
comparable worth focuses on class-composition differentials rather than 
on sex differentials per se, the relative magnitude of the changes in these 
two differentials is about what one would expect.) This suggests that 
CESW©s enthusiasm for Minnesota©s comparable worth pay adjustments 
may not be not misplaced.

Class-level results

As noted in chapter 3 (see particularly the discussion of the prototype 
comparable worth equation (3.6)), comparable worth proponents usu 
ally do not undertake individual-level analyses of the kind summarized 
in table 4.2. Rather, comparable worth analyses usually (1) take jobs 
(classes) rather than individual employees as the unit of analysis; (2) use 
an administrative pay construct (the A of chapter 3), usually either the 
maximum or the minimum rate of pay within each job, rather than the 
actual rate of pay as the dependent variable; and (3) use class composi 
tion measures and job evaluation scores (e.g., PCTFEMAL and Hay- 
point variables) rather than individual employee characteristics (e.g.,
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age and years of service) as independent variables. Typically, compara 
ble worth analyses are not weighted to reflect the numbers of persons in 
each job (although some jobs are often simply excluded from the 
analyses on the basis of an arbitrary size cutoff, e.g., having fewer than 
10 incumbents). In such analyses, the coefficient on the class composi 
tion variable (e.g., PCTFEMAL) is taken as the sex differential in pay.

Table 4.3 summarizes class-level analyses of the Minnesota data for 
October 1981 and April 1986. For these analyses, the unit of observa 
tion is the class. As the dependent variable, I use, in turn, three different 
versions of the administrative pay construct A of comparable worth 
analyses: the maximum, mean and minimum of the (In of the) hourly 
wage rates within each job class ("max pay," "mean pay" and "min pay," 
respectively). All regressors are within-class means: for example, 
AGE___ now denotes the mean age of persons within each class. 
(Note that the Hay point variables e.g., number of Hay evaluation 
points awarded to a class depend exclusively on the job and are the 
same for all persons in the same class.) Of course, the mean of the 
FEMALE_ dummy variable within each class is simply its class 
composition i.e., the proportion of workers in the class who are 
female (PCTFEMAL) and similarly for the ethnicity dummies, so 
there are no sex or ethnicity dummies as such in these analyses; rather, 
the only sex and race variables in the class-level studies are percent 
variables (e.g., PCTFEMAL, the complement of the M or proportion 
male variable in the prototype comparable worth equation (3.6)). The 
first two rows of table 4.3 summarize unweighted analyses (the full 
results appear in appendix tables A4.3-4); the third and fourth rows of 
table 4.3 summarize analyses in which each class is weighted according 
to the number of persons employed in it (see appendix tables A4.5-6 for 
the full results).

First consider the unweighted results. Here, as in table 4.2, the most 
noteworthy aspect of the results is the substantial change in the class 
composition differential (i.e., the coefficient on PCTFEMAL, the pro 
portion female in the class) between October 1981 and April 1986. For 
the specifications corresponding most closely to the one favored by 
comparable worth proponents raw differentials with Haypoints, with
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Table 4.3 Summary of Class-Level Pay Regressions 
(dep. var.=log of class max./mean/min. pay; t in parentheses)

Raw Differentials Raw Diffs. With Haypoints 

Variable Max. Pay Mean Pay Min. Pay Max. Pay Mean Pay Min. Pay

October 1981 (unweighted):
PCTFEMAL -0.3381 -0.3718 -0.4002 -0.1765 -0.2028 -0.2218 

(16.133) (17.223) (17.299) (10.890) (12.464) (12.754)

April 1986 (unweighted):
PCTFEMAL -0.2328 -0.2618 -0.2918 -0.0589 -0.0780 -0.0955 

(12.258) (13.270) (13.696) (4.332) (5.662) (6.397)

October 1981 (weighted):
PCTFEMAL -0.3732 -0.4822 -0.4951 -0.1618 -0.2718 -0.3135 

(94.546) (137.555) (149.957) (47.058) (95.666) (111.507)

April 1986 (weighted):
PCTFEMAL -0.2803 -0.3827 -0.4317 -0.0193 -0.1273 -0.2115 

(66.054) (98.245) (108.053) (6.563) (48.895) (65.181)

Variable

Standard Regressors

Max. Pay Mean Pay Min. Pay

Stand. Regs, with Haypoints

Max. Pay Mean Pay Min. Pay

October 1981 (unweighted):
PCTFEMAL -0.2673 -0.2850 -0.3062 -0.1648 -0.1788 -0.1926 

(12.500) (13.215) (13.144) (9.654) (10.675) (10.690)

April 1986 (unweighted):
PCTFEMAL -0.1558 -0.1704 -0.1941 -0.0407 -0.0509 -0.0664 

(8.139) (8.792) (9.234) (2.820) (3.585) (4.301)

October 1981 (weighted):
PCTFEMAL -0.3003 -0.3646 -0.3734 -0.1562 -0.2349 -0.2674 

(59.865) (91.359) (93.994) (36.437) (76.060) (80.129)

April 1986 (weighted):
PCTFEMAL -0.2979 -0.3263 -0.3829 -0.0382 -0.1114 -0.2112 

(51.323) (69.483) (74.966) (9.115) (35.487) (48.950)
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either maximum or minimum (In of) pay as the dependent variable the 
PCTFEMAL coefficient falls in absolute value during this period by 
over 10 percentage points in all cases.

Other aspects of the unweighted results in table 4.3 are also of 
interest. First, choice of dependent variable can have a considerable 
effect on the results. In absolute value, the smallest class composition 
differential (PCTFEMAL coefficient) is derived when the dependent 
variable is the maximum (In of the) wage rate; using the minimum (In) 
wage rate produces a differential that is larger sometimes much 
larger in absolute value; using the mean (In) wage produces intermedi 
ate results: The variance of maximum (In) wage rates is smaller than the 
variance of mean or minimum (In) wage rates, so sex and class composi 
tion differentials with respect to the former are smaller than they are with 
either of the latter two measures of pay (note also that values of/?2 in the 
regressions for maximum (In) wage rates are larger than they are in the 
regressions for the other two measures of pay). As in the individual-level 
analyses shown in table 4.2, controlling for Haypoints in these class- 
level analyses reduces the absolute magnitude of the class composition 
(PCTFEMAL) coefficient considerably, whereas controlling for the 
standard regressors (age, years of service, etc.) does so to a lesser 
extent.

As noted in section 3.3, class-level analyses may be viewed as 
grouped-data studies of the underlying microdata on individual employ 
ees, in which case in the absence of the microdata themselves it 
would seem natural to use econometric techniques derived for grouped 
data. Accordingly, the third and fourth rows of table 4.3 summarize 
analyses that are identical to those in the first two rows except in one 
respect: unlike those analyses, the ones summarized in the last two rows 
are based on regressions in which each class is weighted according to the 
number of persons employed in it. The main difference between the first 
(unweighted) and second (weighted) sets of results in table 4.3 is that the 
class composition (PCTFEMAL) differentials in the latter are generally 
higher than those in the former, except when Haypoint variables are 
included as regressors and the dependent variable is the maximum (In) 
pay rate. (This exception may be related to the fact, noted earlier, that
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the variance of the maximum (In) pay rate is smaller than the variance of 
either the mean or the minimum (In) pay rate.) However, both sets of 
results imply a considerable reduction in the differential over time.

Individual-level vs. class-level analyses

In view of the discussion in section 3.3, differences between the class- 
and individual-level analyses are of particular interest. Comparison of 
tables 4.2 and 4.3 highlights some of the main differences; I focus on 
class-level analyses in which the dependent variable is the mean of the 
(In of the) actual pay rates of persons in each job, since these may be 
regarded as grouped-data equivalents of the corresponding individual 
level analyses.

When the dependent variable is the mean (In of) actual pay, the 
coefficients on the class composition variable, PCTFEMAL, in the 
weighted class-level analyses (last two rows, table 4.3) are all reasona 
bly close to those obtained for PCTFEMAL in the percent version of the 
same specification in the individual-level analyses (table 4.2). For 
example, in the standard regressors specification, the coefficient for 
PCTFEMAL for 1981 (1986) in the percent individual-level results is 
-0.3932 (-0.2974), vs. -0.3646 (-0.3263) for the weighted results. 
Second, the PCTFEMAL coefficients in the class-level analyses are 
always higher in absolute value sometimes substantially so, particu 
larly in the weighted results than the coefficients on FEMALE_ 
obtained in individual-level analyses using the dummies version of the 
same specification. For example, for the standard regressors specifica 
tion, the individual-level dummies version yields a FEMALE_ 
coefficient for 1981 (1986) of -0.2255 (-0.1636), vs. a PCTFEMAL 
coefficient in the corresponding weighted class-level analysis (with 
mean In of pay as the dependent variable) of -0.3646 (-0.3263).

The second of these two stylized facts is particularly noteworthy. 
Class-level analyses (especially weighted ones) like those in table 4.3 
are grouped-data equivalents of the dummies version of individual-level 
analyses like those in table 4.2. Thus, particularly when classes are 
weighted according to the number of employees in them, coefficients on
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the class composition variable PCTFEMAL in class-level analyses 
should be interpreted in the same way as are coefficients on the sex 
indicator variable FEMALE_ in conventional individual-level analy 
ses that otherwise use the same specification: as measures of the sex 
differential in pay. However, as noted in section 3.3, a key assumption 
implicit in conventional grouped-data estimation (that the variable de 
termining the grouping is independent of the individual-level error term 
for pay) may not hold when individuals are grouped by class (i.e., job). 
Indeed, tables 4.2-3 indicate that, other things being equal, the 
grouped-data regression approach implicit in comparable worth analy 
ses overstates the absolute magnitude of sex differences in pay relative to 
what is obtained in a micro-level dummies version of the same specifica 
tion (e.g., standard regressors), even if weighting is not used.

These comparisons highlight the effect of aggregating by class in 
stead of using individuals as the unit of analysis, while keeping the 
specification (dependent and independent variables) the same. Although 
this is one major difference between comparable worth and conventional 
economic analyses of pay, there are two others: comparable worth 
analyses also use an administrative pay construct instead of actual salary 
as the dependent variable, and use Haypoints or other measures of job 
characteristics instead of measures of employee characteristics as inde 
pendent variables. As noted in section 3.3, the net effect of all three 
differences in methodology on estimated pay differentials is difficult to 
determine a priori. Here, too, the results in tables 4.2-3 are of interest. 
They indicate that using all three main components of the comparable 
worth approach (raw differentials with Haypoints, applied to class-level 
data) yields pay gap estimates that are lower, in absolute value, than 
those derived using the kind of conventional economic analysis (stan 
dard regressors with dummies, applied to individual-level data) that can 
be performed with the relatively limited set of variables (e.g., age and 
years of service) available in these data. For example, for 1981, the 
conventional estimate is -0.2255 (standard regressors with dummies, 
table 4.2), vs. comparable worth estimates (raw differentials with Hay- 
points using max pay, table 4.3) of  0.1765 (unweighted) and  0.1618 
(weighted). For 1986, the estimates are -0.1636 (table 4.2) vs.
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-0.0589 (table 4.3, unweighted) and -0.0193 (table 4.3, weighted), 
respectively.

These patterns are even clearer when one compares individual-level 
conventional economic analyses with class-level analyses that mimic 
almost exactly the procedures used by comparable worth proponents, 
including Minnesota©s CESW. Analyses of this kind are summarized in 
table 4.4. The conventional economic analyses are reproduced from 
table 4.2; these use data on individual employees, actual (In of) pay as 
the dependent variable and the standard regressors (including dummies, 
i.e., sex and race indicators) as independent variables. In contrast, the 
comparable worth analyses summarized in table 4.4 adopt the CESW©s 
conventions (see, e.g., CESW 1982, p. 28; 1985, pp. 1,15; 1986, p. 2): 
they use class-level data without weighting according to class size (i.e., 
number of employees in each class); the dependent variable is the 
maximum (In of) pay within each class; and there are only two indepen 
dent variables: HAYPOINT and PCTFEMAL. (See appendix table 
A4.7 for the full results.) In all cases, the class-level analyses exclude 
"unrated classes" (i.e., jobs with no Haypoint job evaluation score); as 
noted in table 4.4, some of the class-level analyses consider all classes 
with Haypoint scores, whereas others consider only classes that not only 
have Haypoint scores but also have at least ten incumbents.

The results summarized in table 4.4 are striking. Both for October 
1981 and April 1986, the comparable worth analyses imply sex differen 
tials (coefficients on PCTFEMAL) that are clearly lower in absolute 
value than the differentials (coefficients on FEMALE_) obtained in 
conventional economic analyses. Indeed, when classes with less than 
ten incumbents are excluded from the comparable worth analyses, the 
implied sex differential for April 1986 is both small, about -2.8 
percent, and not statistically significant at the conventional 5 percent 
level (its r-statistic is only 1.61). In this somewhat limited sense, 16 the 
evidence supports CESW©s claims (1985, pp. 1, 15; 1986, p. 2), quoted 
earlier, that Minnesota has achieved "pay equity" in state government 
employment.

In view of these results, it is tempting to conclude that the meth 
odological differences between conventional economic and comparable
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Table 4.4 Sex Differentials in Pay Implied by Conventional Economic 
and Comparable Worth Pay Regressions, October 1981 and April 1986

(t in parentheses)

Sex Differential in Pay

Model

Conventional Economic
(dep. var.=LOG_HRLY) 

# of observations:

October 1981

-0.2255 
(74.244) 
30,027

April 1986

-0.1636 
(51.292) 
31,368

Comparable Worth (unweighted):
(dep. var. =ln of max. hourly wage rate)

all jobs with Haypoint rating

# of observations:

all jobs with Haypoint rating
and at least 10 incumbents
# of observations:

-0.1574
(12.380)

981

-0.1350
(7.801)

379

-0.0631
(5.264)
1,174

-0.0282
(1.605)

403

NOTES:

Model in conventional economic analyses: Y=a+Fd+Xb + e, where y=LOG_HRLY, 
F= indicator for "sex is female," X= "standard regressors," and e is an error term. Unit of analysis 
is the individual employee. Entries in table refer to estimates of d for the indicated date.

Model in comparable worth analyses: A=k+Pp+Hh+u, where A = maximum (In of) pay rate 
in class, /^proportion of employment in class that is female, //=Haypoints for class, and u is an 
error term. Unit of analysis is the class (job). Entries in table refer to estimates ofp for the indicated 
date.

worth analyses mean that, on balance, comparable worth analyses will 
yield estimates of the sex differential in pay that are smaller in absolute 
value i.e., more conservative than those derived using the conven 
tional economic approach. However, it should be noted that the conven 
tional economic analyses summarized here control for only a limited set 
of employee characteristics (e.g., age and years of service in state 
government) and, because of missing data, do not control for many 
other characteristics (e.g., education and total years of prior work 
experience). Thus, it is not possible to say whether sex differentials in 
pay derived from a more fully specified conventional analysis would be 
higher or lower than those derived from comparable worth analyses.
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4.4 Longitudinal Analyses: Changes in the Sex Differential in Pay, 
1981-86

Although the different estimators used yield rather different results, 
the estimates summarized in tables 4.2-4 suggest that the sex differen 
tial in pay narrowed during 1981-1986. How did this happen, and to 
what extent are the state©s comparable worth wage adjustments 
responsible?

To highlight some of the issues involved, it is useful to start with a 
seeming paradox. On the one hand, as just noted, the comparable worth 
analyses in tables 4.3-4 yield estimates of the absolute magnitude of the 
sex differential in pay that are smaller than those obtained in the 
conventional economic analyses in table 4.2. On the other hand, the 
change over time in that differential is larger in the comparable worth 
analyses than it is in the conventional economic analyses. For example, 
the change in the FEMALE_ coefficient between October 1981 and 
April 1986 in the conventional economic results (standard regressors 
with dummies, table 4.2) is (-0.1636)-(-0.2255)=0.0619. In con 
trast, the change in the PCTFEMAL coefficient during the same period 
in the class-level results using the comparable worth approach (raw 
differentials with Hay points with max pay, table 4.3) is between 
(-0.0589)-(-0.1765)=0.1176 (unweighted) and (-0.0193)- 
(-0.1618) = 0.1425 (weighted). Similar patterns are evident in 
table 4.4.

This apparent paradox  smaller absolute magnitudes of, but larger 
absolute changes in, the sex differential in comparable worth analyses 
relative to conventional economic analyses can readily be explained, 
however, and the explanation highlights an important point. Conven 
tional economic analyses of cross-section pay differences by sex at 
different dates may be sensitive to differences in employee charac 
teristics (particularly, ones not included in the analyses) at those differ 
ent dates. Since the characteristics of state employees change over time, 
estimated pay differences by sex obtained in conventional economic 
analyses may change over time purely as a result of changes in the
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characteristics of state employees rather than (or in addition to) changes 
in the state©s pay practices.

For example, sex differences in pay generally rise with age: young 
persons of either sex usually have relatively little prior work experience, 
whereas older men usually have more prior experience than do older 
women. Thus, even if the state©s pay practices do not change at all, an 
influx into state employment of young women with little prior work 
experience could produce the appearance of a reduction in the absolute 
magnitude in the sex differential in pay in conventional economic 
analyses of successive cross-sections like the ones in this chapter that do 
not include an explicit measure of prior work experience because of lack 
of data. Likewise, suppose that sex differentials in pay widen with years 
of service in state employment (due, e.g., to differential rates of promo 
tion) and that the state reduces its hiring of new employees (who, by 
definition, have zero years of state service and whose pay rates, by 
assumption, would therefore differ less by sex than would pay rates of 
employees with many years of service). In conventional economic 
analyses of successive cross-sections, this could produce the ap 
pearance of an increase in the absolute magnitude of the sex differential 
in pay even if the state simultaneously began to reduce the pay differen 
tial between men and women with many years of state service.

In sum, the pay differential in conventional economic analyses at a 
given date may be an unbiased estimate of the overall average difference 
in pay between men and women with given characteristics as of that 
date. It may not be the same, however, as the overall average pay 
difference between men and women with different given characteristics 
as of a different date, even in the absence of changes in pay practices of 
the employer. More generally, when the composition of state employ 
ment is changing, changes in the sex differential in pay obtained in 
conventional economic studies of successive cross-sections do not nec 
essarily indicate how the sex difference in pay for a given set of 
employees a "fixed basket of goods," so to speak has changed.

In contrast, comparable worth analyses are concerned with classes 
(jobs) rather than with individual employees. As noted in chapter 3, 
they may fail to yield an unbiased estimate of the overall average
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difference in pay between men and women with given characteristics as 
of any given date. If the class (i.e., job) composition of state employ 
ment remains essentially the same over time, however, successive com 
parable worth analyses of pay may amount to analyses of the same 
"basket of goods," and so may yield an unbiased estimate of how the sex 
difference in pay for a given set of employees has changed over time.

To address this question in greater detail, I selected random samples 
of 1,000 white men and 1,000 white women who were present and active 
in state employment during the entire period (October 1981-April 
1986) covered by the data. The nature of these data permits one to 
abstract from changes in characteristics of the state©s work force over 
time that are an inherent feature of analyses of successive cross- 
sections. I then analyzed whether, holding constant (changes in) per 
sonal characteristics and other (e.g., environmental) influences, pay 
rose by more or less for women than for men after the state©s comparable 
worth wage adjustments.

In these analyses, the state©s comparable worth wage adjustments of 
July 1983, July 1984 and July 1985 are denoted by three indicator 
variables, AFTER783, AFTER?84 and AFTER785, respectively. 
These variables identify observations falling after each of these dates, 17 
and operationalize the notion of the "comparable worth" variable Cit of 
equation (3.7). Also, since the data refer to different dates, I attempt to 
abstract from cyclical and secular effects by including (in addition to 
variables pertaining to consumer prices) time trend terms and/or mea 
sures of private-sector wages in both Minnesota as a whole and in the 
Minneapolis-St.Paul MSA during the relevant quarter; these embody 
the environmental variables discussed in connection with equation 
(3.7). The time trend terms are TIMETRND and TIMETRSQ. TIME 
TRND is defined as the number of years (and fractions of years) elapsed 
as of the current date since January 1, 1960, and thus increases by one 
unit per year; TIMETRSQ is the square of TIMETRND (divided by 
100, to facilitate formatting of the tables). 18 The private sector wage 
variables, LNWGMINP and LNWGMSAP, are the (In of) private- 
sector monthly wage rates in the state of Minnesota and in the Min- 
neapolis-St. Paul MSA, respectively, as of the relevant quarter. (For
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discussion of the basic data underlying these variables, see section 4.2.) 
The price variables, CPINDEX1-CPINDEX4, give the value of the 
Consumer Price Index for All Urban Consumers ("CPI-U") in the 
month immediately preceding the month referenced by the data 
(CPINDEX1) or three, six or nine months prior to that. (For example, 
for observations pertaining to October, CPINDEX1 is the September 
CPI-U value, and CPINDEX2-CPINDEX4 are the CPI-U values for 
June, March and the previous December, respectively.)

Pooled OLS estimates

The first set of analyses of this question uses pooled OLS: I simply 
pool observations in the random sample for each sex for all 19 quarters 
(making 19,000 total observations for each sex) and estimate the models 
described earlier (with or without percent variables, Hay point variables 
and standard regressors). Since these analyses are concerned with 
samples of whites and are restricted to women (or men), they do not 
include any race or sex indicator variables.

The results are summarized in table 4.5, for women, and table 4.6, 
for men (the full results appear in appendix tables A4.8 and A4.9, 
respectively). In all three models (with time trend terms only; with 
private-sector wage variables only; or with both time trend and wage 
variables), estimated comparable worth effects as measured by the sum 
of the coefficients on the AFTER78/, «© = 3, 4 or 5 are about the same: 
roughly 9 to 12 percent for women, about   1.0 to 2.0 percent for men. 
The AFTER? 8/ coefficients are significant at conventional test levels for 
women, but not for men. In models with both time trend and wage 
variables, (1) the wage variables usually are not themselves significant 
at reasonable levels; and (2) the estimated comparable worth effects are 
similar to those obtained in analogous models with time trend variables 
only. 19 In view of this, I focus on the "time trend" results (i.e., those in 
which the time trend but not the private-sector wage variables are used).

The time trend results for women in table 4.5 are essentially the same 
regardless of which regressors are used: relative to what would have 
been predicted on the basis of time trends and (changes in) their own



Table 4.5 Summary of Pooled OLS Wage Regressions for Women 
(dep. var.=LOG_HRLY; t in parentheses)

Raw Differentials

Variable Basic Percent

Raw Differentials 
with Haypoints

Basic Percent

Standard Regressors

Basic Percent

Standard Regressors 
with Haypoints

Basic Percent

Time Trend Variables Only:
AFTER783

AFTER784

AFTER785

Sum of AFTER7&:

0.0322
(2.216)
0.0471
(5.344)
0.0374
(3.476)
0.1167

0.0338
(2.600)
0.0482
(6.120)
0.0374
(3.895)
0.1194

0.0291
(3.925)
0.0482

(10.732)
0.0364
(6.635)
0.1137

0.0289
(3.898)
0.0479

(10.674)
0.0360
(6.570)
0.1128

0.0323
(2.370)
0.0469
(5.686)
0.0373
(3.703)
0.1165

0.0337
(2.783)
0.0478
(6.519)
0.0374
(4.181)
0.1189

0.0292
(4.246)
0.0482

(11.558)
0.0364
(7.158)
0.1138

0.0291
(4.233)
0.0479

(11.501)
0.0361
(7.103)
0.1131

Private-Sector Wage Variables Only:
AFTER783

AFTER784

AFTER785

Sum of AFTER78/:

0.0528
(6.219)
0.0341
(3.655)
0.0181
(2.693)
0. 1050

0.0560
(7.378)
0.0364
(4.359)
0.0193
(3.212)
0.1110

0.0492
(11.356)
0.0339
(7.118)
0.0160
(4.673)
0.0991

0.0489
(11.308)
0.0336
(7.062)
0.0156
(4.551)
0.0981

0.0473
(5.957)
0.0312
(3.571)
0.0158
(2.509)
0.0943

0.0505
(7.142)
0.0335
(4.308)
0.0173
(3.089)
0.1013

0.0459
(11.428)
0.0318
(7.205)
0.0143
(4.485)
0.0920

0.0457
(11.384)
0.0315
(7.149)
0.0139
(4.378)
0.0911

Both Time Trend and Private-Sector Wage Variables:
AFTER783

AFTER784

AFTER785

Sum of AFTER78/:

0.0285
(1.829)
0.0438
(2.997)
0.0350
(2.391)
0.1073

0.0296
(2.126)
0.0446
(3.418)
0.0349
(2.668)
0.1091

0.0242
(3.045)
0.0433
(5.815)
0.0328
(4.392)
0.1003

0.0240
(3.018)
0.0432
(5.801)
0.0326
(4.363)
0.0998

0.0286
(1.960)
0.0436
(3.190)
0.0350
(2.550)
0.1072

0.0296
(2.279)
0.0443
(3.648)
0.0350
(2.872)
0. 1089

0.0243
(3.297)
0.0433
(6.262)
0.0329
(4.738)
0.1005

0.0242
(3.285)
0.0432
(6.257)
0.0327
(4.724)
0.1001
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characteristics, women©s pay rose by roughly 3 percentage points after 
July 1983 (the date of the first set of comparable worth wage adjust 
ments), by roughly 4.7 more percentage points after July 1984 (the date 
of the second set), and by about 3.7 additional percentage points after 
July 1985 (when the third set occurred). Thus, the pooled OLS estimates 
in table 4.5 imply that the cumulative effect of the adjustments on pay for 
women was an increase of roughly 11.4 percentage points relative to 
what would have been expected on the basis of trends and (changes in) 
characteristics  such as accumulated seniority  of the women them 
selves. These AFTER78i effects are significant at conventional test 
levels.

The pooled OLS time trend estimates for men in table 4.6 are also 
very similar regardless of which sets of regressors are used, but are very 
different from those derived for women. The estimates suggest that, 
among men, pay (1) was essentially unchanged after the first set of 
adjustments, (2) rose by no more than roughly 0.5 of a percentage point 
after the second set and (3) rose by roughly 1.0 further percentage 
points after the third set, for a cumulative increase of no more than about 
1.5 percentage points relative to what would have been expected on the 
basis of past trends and (changes in) individual characteristics. More 
over, none of the AFTER78i coefficients for men is significant at 
conventional test levels; in the statistical sense, the pay adjustments© 
effect on pay of men was negligible.

Fixed-effects estimates

Persons who were present during the entire period covered by the data 
may not be typical of all state employees, so inferences based on simple 
pooled OLS analyses of such persons may not readily generalize to the 
state©s total employee population. To address this potential problem, I re- 
estimated the OLS analyses allowing for person-specific fixed effects; 
note that all regressors that either are time-invariant or increase one-for- 
one with time (e.g., years since first entry date) now drop out of the 
analyses.

Table 4.7 summarizes these fixed-effects analyses (the full results



Table 4.6 Summary of Pooled OLS Wage Regressions for Men 
(dep. var.=LOG_HRLY; t in parentheses)

Raw Differentials

Variable Basic Percent

Raw Differentials 
with Haypoints

Basic Percent

Standard Regressors

Basic Percent

Standard Regressors 
with Haypoints

Basic Percent

Time Trend Variables Only:
AFTER783

AFTER784

AFTER785

Sum of AFTER78/:

0.0016
(0.093)
0.0057

(0.544)
0.0106

(0.827)
0.0179

-0.0036
(0.232)
0.0025

(0.268)
0.0115

(0.989)
0.0104

0.0002
(0.028)
0.0050

(0.824)
0.0105

(1.405)
0.0157

-0.0008
(0.088)
0.0043

(0.754)
0.0108

(1.523)
0.0135

0.0010
(0.064)
0.0073

(0.761)
0.0109

(0.926)
0.0192

-0.0035
(0.241)
0.0044

(0.498)
0.0117

(1.076)
0.0126

0.0001
(0.011)
0.0057

(1.044)
0.0106

(1.584)
0.0164

-0.0008
(0.094)
0.0051

(0.978)
0.0109

(1.688)
0.0152

Private-Sector Wage Variables Only:
AFTER783

AFTER784

AFTER785

Sum of AFTER78/:

0.0137
(1.356)
-0.0126
(1.132)
-0.0133
(1.661)
-0.0122

0.0143
(1.561)
-0.0124
(1.234)
-0.0098
(1.347)
-0.0079

0.0099
(1.669)
-0.0147
(2.256)
-0.0144
(3.052)
-0.0192

0.0106
(1.895)
-0.0143
(2.334)
-0.0134
(3.028)
-0.0171

0.0098
(1.059)
-0.0129
(1.262)
-0.0145
(1.975)
-0.0176

0.0112
(1.306)
-0.0122
(1.291)
-0.0108
(1.574)
-0.0108

0.0072
(1.354)
-0.0153
(2.616)
-0.0152
(3.597)
-0.0233

0.0081
(1.595)
-0.0147
(2.621)
-0.0141
(3.479)
-0.0207

Both Time Trend and Private-Sector Wage Variables:
AFTER783

AFTER784

AFTER785

Sum of AFTER78/:

-0.0022
(0.121)
0.0019

(0. 1 10)
0.0079

(0.450)
0.0076

-0.0072
(0.429)
-0.0005
(0.036)
0.0093

(0.588)
0.0016

-0.0035
(0.324)
0.0002

(0.021)
0.0068

(0.665)
0.0035

-0.0046
(0.452)
0.0002

(0.027)
0.0077

(0.802)
0.0033

-0.0029
(0.170)
0.0029

(0.186)
0.0076

(0.476)
0.0076

-0.0072
(0.457)
0.0006

(0.045)
0.0090

(0.604)
0.0024

-0.0037
(0.388)
0.0005

(0.060)
0.0066

(0.722)
0.0034

-0.0047
(0.504)
0.0006

(0.073)
0.0075

(0.850)
0.0034



128

Table 4.7 Summary of Fixed-Effects Wage Regressions
for Random Samples of Whites 

(dep. var.=LOG_HRLY; t in parentheses)

Time Trend
Variables Only

Variable

AFTER783

AFTER784

AFTER785

Females

0.0344
(2.395)
0.0482
(5.524)
0.0345
(3.336)

Males

0.0023
(0.138)
0.0061
(0.586)
0.0096
(0.779)

Pvt.-Sector Wage
Variables Only

Females

0.0581
(6.820)
0.0417
(4.558)
0.0262
(3.794)

Males

0.0230
(2.253)
-0.0037
(0.336)
-0.0026
(0.319)

Both Time TV-end &
Pvt.-Sector Wages

Females

0.0282
(1.811)
0.0430
(2.962)
0.0328
(2.346)

Males

-0.0022
(0.118)
0.0020

(0.116)
0.0081

(0.487)

AFTER78i Coefficients:
Sum 0.1171 0.0180 
F-M diff. 0.0991

0.1260 0.0167
0.1093

0.1040 0.0079
0.0961

appear in appendix table A4.10). The estimates here are very similar to 
the pooled OLS estimates, 20 implying (for time trend models) 
cumulative increases up to April 1986 of slightly more than 11.7 
percentage points in women©s wages and of about 1.8 percentage points 
in men©s wages. (Again, the effects for women are significant at conven 
tional test levels, whereas the ones for men are not.) The net gain for 
women was thus about 9.9 percentage points. It is interesting to note that 
this is larger than the size of the reduction (roughly 6.2 percentage 
points) in the FEMALE_ coefficient in individual-level analyses with 
standard regressors (table 4.2), but smaller than the reductions (about 
11.8 percentage points unweighted, 14.3 percentage points weighted) in 
the PCTFEMAL coefficient for class-level analyses using the raw 
differentials with Haypoints specification with max pay (table 4.3). 
Thus, at least as regards wage effects of comparable worth, the cross- 
section conventional economic and comparable worth results bracket 
the fixed-effects results; and the results implied by the unweighted 
comparable worth analyses are quite close to the fixed effects results. 

In sum, the bottom-line numbers for women and men are cumulative
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wage gains of about 11.7 and 1.8 percentage points, respectively, after 
the comparable worth wage adjustments; the former effects are statis 
tically significant, whereas the latter are not.

In this connection, it is interesting to note that both the state adminis 
tration and the union representing most of the potential beneficiaries of 
the adjustments wanted to make "comparable worth raises... an addi 
tion to rather than a competitor with general salary increases, [with] no 
job classification [having] its salary lowered" (Evans and Nelson 1989, 
p. 94). Formulation and implementation of the adjustments were struc 
tured in a way that enhanced their add-on character. For example, both 
collective bargaining over and appropriations for the adjustments 
treated them as a special item, distinct from other pay changes (Evans 
and Nelson 1989, pp. 92-103). The evidence from the analyses of this 
chapter suggests that the objective of add-on adjustments was largely 
fulfilled: oversimplifying only slightly, one can say that the actual effect 
of the comparable worth wage increases was a net addition to women©s 
pay and no change in men©s pay, relative to the levels that would 
otherwise have prevailed.

As implied in section 3.4, however, this need not have been the case, 
despite the intentions of the major participants. The state ultimately 
determines what all jobs (and workers) will be paid, and the notion that it 
determines what one job (or worker) will be paid in isolation from other 
jobs (or workers) is implausible. Whatever it may say explicitly, the 
state might implicitly have chosen to finance larger wage increases for 
some jobs (or workers) by making smaller increases for others, by 
scaling down the size of cost-of-living increases, etc. Also, at least in 
principle, men as well as women might benefit. On the one hand, the so- 
called female-dominated jobs that were targeted for comparable worth 
wage adjustments were not all 100 percent female; rather, men as well as 
women were working in these jobs. 21 On the other hand, unions repre 
senting workers in predominantly male jobs might resist the narrowing 
of traditional pay differentials implicit in comparable worth (and, in 
Minnesota, actually attempted to do so: recall note 29, chapter 3). Pay 
increases for predominantly female jobs need not preclude pay in-
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creases for male workers, even though that was essentially the end result 
of the adjustments that were actually adopted.

4.5 Longitudinal Analyses of Changes in Employment, 1981-86

Was employment aifected by the state©s comparable worth wage 
adjustments? As noted in section 3.4, I address this question in two 
stages. First, I estimate the employment demand function (3.10) to 
obtain measures of the effect of wages on employment, other things 
(e.g., prices, time trend terms and variables denoting the state of the 
private-sector labor market) being equal. Then, I use the estimated wage 
elasticity of employment and estimates of the wage increase attributable 
to comparable worth (as derived in section 4.4) to measure the actual 
effect on employment.

Employment demand function estimates

The dependent variable in the employment demand analyses is al 
ways the natural logarithm of class employment. As the wage variable 
(the Wit of (3.10)), I use, in turn, either the maximum, the mean or the 
minimum (In of the) within-class hourly wage rate. The sample used in 
estimation consists of all classes with positive employment over the 
entire period covered by the data. 22 Estimates are presented separately 
for "mixed" and predominantly female and male classes, where pre 
dominance refers to the proportion female in a class as of October 1981: 
classes in which under 30 percent (at least 70 percent) of the incumbents 
as of that date were female are called predominantly (fe)male, whereas 
the rest are called "mixed." The analyses control for prices, time trend 
terms and/or private-sector patterns, where the latter are measured by 
the (In of) private-sector employment in Minnesota and the Minneapolis 
-St. Paul MSA (LNEMMINP and LNEMMSAP, respectively) as of the 
relevant quarter. 23

The results derived using either pooled OLS or fixed effects are 
summarized in table 4.8 (see appendix table A4.ll for the complete



131

Table 4.8 Summary of Regressions for Class Employment Levels
by Type of Class

(dep. van=In of class employment; indep var. = maximum/ 
mean/minimum In of wage rate within class; t in parentheses)

Pooled OLS Estimates Fixed-Effects Estimates 

Model, Class Maximum Mean Minimum Maximum Mean Minimum

Time Trend Variables Only:
Predom. female -2.4999 -3.1108 -3.1704 0.6963 -0.3987 -1.0536

(31.293)
Mixed

Predom. male

-0.

(2
-1.

,1730
.367)
.8014

(54.781)

(44.816)
-1.

(13
-2.

0122
.328)
1028

(69.654)

(55
-1.
(24
-2.

.539)
7845
.832)
3512

(89.986)

(7.779)
1.6262

(14.508)
0.5929

(14.633)

(3.730)
-1.3188

(9.542)
-0.6349
(14.039)

(13.016)
-1.
(20
-1.

8270
.279)
1818

(36.778)

Private-Sector Employment Variables Only:

Predom.

Mixed

Predom.

female

male

-2.

(31
-0

(2
-1

(54

.4983

.277)

.1734

.375)

.7999

.753)

-3..1089
(44.789)
-1. 0119
(13.330)
-2,.1009
(69.612)

-3. 1693
(55.515)
-1.

(24
-2.

,7829
.825)
.3492

(89.930)

0.7086
(7.936)
1.6380

(14.709)
0.5851

(14.560)

-0.3713
(3.492)

-1.2646
(9.168)

-0.6185
(13.786)

-1.

(12
-1,

.0378

.830)

.7944
(19.941)
-1 .1665
(36.490)

Both Time Trend and Private-Sector Employment Variables:

Predom.

Mixed

Predom.

female

male

-2,

(31
-0.

(2
-1.

(54

.5004

.289)

.1730

.367)

.8014

.778)

-3..1113
(44.810)
-1.

(13
-2.

0123
.325)
.1028

(69.649)

-3..1708
(55.530)
-1.
(24
-2.

,7846
.826)
.3512

(89.980)

0.7059
(7.820)
1.6693

(14.840)
0.6006

(14.730)

-0.4131
(3.816)

-1.3025
(9.326)

-0.6459
(14.160)

-1.

(13
-1.

(20
-1.

.0679

.121)

.8242

.139)

.1954
(37.006)

results). Both in the pooled OLS and fixed-effects results, the wage 
elasticity for a given group is essentially the same regardless of which 
set of regressors is used (time trend terms only; private-sector employ 
ment variables only; or both time trend and private-sector employment 
variables). 24 In the interest of brevity, the following discussion focuses 
on the time trend results (i.e., those with time trend but not private- 
sector employment variables).

The first half of table 4.8 presents class employment function esti-
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mates obtained using pooled OLS. The coefficient on the wage variable 
is always significantly negative and almost always greater (often, sub 
stantially so) than unity in absolute value. These are hard to accept as 
estimates of demand elasticities: as noted in section 3.4, negative wage 
coefficients obtained using pooled OLS may reflect only the hierarchical 
nature of Minnesota state employment, rather than a negative effect of 
wage increases on employment in a given class.

To address this problem, I also estimated employment functions using 
fixed effects; these results are summarized in the second half of table 
4.8. As one would expect, the wage coefficients here are lower in 
absolute value than those obtained using pooled OLS. Indeed, when the 
maximum (log-) wage rate is used as the measure of the cost of labor, the 
coefficient is always positive. On a priori grounds, the maximum 
(log-) wage is a less appealing measure of the cost of labor than either the 
mean or minimum. 25 The positive relation between the maximum 
(log-)wage and employment warrants further study, however.

This result apart, the fixed-effects results for equation (3.10), like the 
pooled OLS results, generally imply a significantly negative relation 
between pay and the level of employment within job classes. The time 
trend fixed-effects estimates (with the Wit of (3.10) defined as the mean 
In of pay) imply elasticities of employment with respect to wages of 
about  0.40,  1.30 and  0.65 for predominantly female, mixed and 
predominantly male classes, respectively. Recall that, as noted in sec 
tion 3.4, these are best regarded as output- (or budget-) constant em 
ployment elasticities, exclusive of any employment reductions attributa 
ble to the decline in the purchasing power of the state©s personnel budget 
due to the comparable worth wage increases.

These estimates (particularly for mixed classes) are larger in absolute 
value than those derived in previous work on state and local government 
employment (see, e.g., Ehrenberg and Smith 1987a; and Ashenfelter 
1977). The present research differs from prior studies in at least two 
potentially important respects, however. First, most prior work used 
either aggregate time-series data (e.g., Ashenfelter 1977) or aggregate 
cross-section data (e.g., Ehrenberg and Smith 1987a), whereas this 
research of course refers to a single governmental unit. Second, unlike
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the earlier analyses, this research is concerned with a setting in which 
there was substantial and (if the participants are to be believed) genu 
inely exogenous variation in wages, variation that was not dictated by 
market forces. This does not necessarily mean that the Minnesota 
experience is the equivalent of a controlled experiment, but it may mean 
that problems of aggregation, imprecision and simultaneity affect the 
present study to a lesser extent than was the case in prior work.

Estimated employment effects

Given the cumulative effects of comparable worth on wages, dis 
cussed previously, the employment elasticities just discussed imply that 
the cumulative effects of comparable worth on employment were about 
-0.40 x 11.7= -4.7 percent and -0.65 x 1.8= -1.2 percent for pre 
dominantly male and predominantly female jobs, respectively.

Thus, these estimates imply that the cumulative three-year effect of 
comparable worth on both women©s and men©s employment between July 
1983 (the date of the first comparable worth pay adjustments) and April 
1986 (the end of the period covered by the data) was not much different 
from (loss of), at most, several years of employment growth. "Ex 
ogenous" employment growth associated with trends (TIMETRND, 
TIMETRSQ) and price changes (CPINDEX1-4) between July 1983- 
April 1986 was about 8.0 percent for predominantly female jobs, 19.0 
percent for mixed jobs and 10.1 percent for predominantly male jobs. 26 
For each type of job, this exogenous employment growth is more than 
sufficient to offset the effects of the wage increases that actually occurred 
over the same period. For example, between July 1983-April 1986, the 
actual mean In wage increased by about 0.178, 0.135 and 0.135 for 
predominantly female, mixed and predominantly male job classes, 
respectively. Evaluated at the appropriate wage elasticity of employment 
( 0.40,  1.30 and  0.65, respectively), these changes in (mean In) 
wages imply ceteris paribus wage-induced employment reductions of 
about 7.1 percent, 17.6 percent and 8.8 percent, respectively less than 
the employment increases implied by exogenous factors during the 
same period. Note that the actual changes in (mean In) wages include the
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effects of the comparable worth wage adjustments; in the absence of the 
adjustments, then, wage changes would have been smaller and the net 
growth in employment would have been larger.

In sum, the wage adjustments not only did not reduce the level of 
anyone©s pay; they also did not actually cause anyone to lose his or her 
job. Rather, they meant only that subsequent employment growth was 
smaller than would otherwise have been the case. The real losers from 
the wage adjustments, if any, were taxpayers and individuals particu 
larly women in the private sector (or outside the workforce) seeking a 
state job.

4.6 Summary and Conclusions

The results of this chapter may now be summarized briefly. On the 
methodological plane, there is little to support the use of class (job) level 
regressions, with or without Haypoints and whether weighted or un 
weighted, to analyze sex differences in pay levels. On the one hand, the 
aggregation of individuals into jobs that is inherent in comparable worth 
analyses consistently yields estimated sex differentials in pay that are 
noticeably larger, in absolute value, than those obtained in otherwise- 
identical specifications using individual-level data. On the other hand, 
adopting all three main elements of comparable worth analyses simul 
taneously using jobs rather than individuals as the unit of analysis, an 
administrative pay construct rather than actual wages as the dependent 
variable, and job evaluation scores instead of employee characteristics 
as independent variables yields estimated sex differentials in pay that 
are smaller, in absolute value, than the ones obtained in conventional 
economic analyses of individual-level data that use the limited set of 
employee characteristics variables available in these data.

In contrast, comparable worth cross-section analyses particularly 
unweighted ones of pay at different dates yield estimates of the change 
in the sex differential in pay that are reasonably close to those obtained in 
fixed-effects analyses of individual level data.

On the substantive question of the effects of Minnesota©s comparable
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worth wage adjustments, the evidence suggests that although the adjust 
ments certainly did not eradicate the female/male pay gap in Minnesota 
state employment, 27 they did reduce it. Women clearly received wage 
gains, relative to what their pay would otherwise have been; although 
the estimates also imply that men enjoyed some wage gains as well, 
these are very small and statistically insignificant. Relative to what 
would have been observed in the absence of the wage adjustments, 
employment in female jobs fell. However, relative to prior years, em 
ployment in female jobs rose: that is, wage increases (and induced gross 
reductions in employment) for female jobs were offset by other forces, 
leaving a net increase in employment, on balance, relative to prior 
years. The effects on pay were of fairly moderate size; not surprisingly, 
so were the resulting effects on employment.

NOTES

1 In 1984, the legislature required local governments to make payment on the basis of 
"comparable work value" a "primary consideration" in municipal employee compensation deci 
sions. See Local Government Pay Equity Act (Minnesota Statutes, chapter 471.991, subdivision 
5).

2 Most of the following discussion is based on Council on the Economic Status of Women 
(1982), Evans and Nelson (1986, 1989) and Rothchild (1984a, 1984b, 1985).

3 Hay Associates led the committees in their evaluation of the first 250 jobs; the Department of 
Personnel representatives then led the committees in evaluating the next 200 jobs; the remaining 
jobs were evaluated by the Department of Personnel representatives with input from the other 
committee members as needed; Hay Associates evaluated "key managerial, personnel, and particu 
larly sensitive classes" (Minnesota Department of Finance 1979a, p. 18).

4 For example, Committee "C" included a human resources specialist, a senior clerk-ste 
nographer, an agricultural field inspector, a principal highway technician, the personnel director in 
the Department of Administration, a natural resources technician, an executive in the Department 
of Public Safety, and a Department of Personnel representative. See Minnesota Department of 
Finance (1979a, p. 17).

5 Even before the state©s comparable worth pay adjustments, pay for relatively low-level 
occupations in Minnesota state government exceeded that in the private sector (Minnesota Depart 
ment of Finance, 1979, esp. pp 1-43 -1-44). For example,"... even before we started our pay equity 
program, our office and clerical workers were paid 15 percent above the prevailing wages" 
(Rothchild 1984b, p. 78).

6 The task force©s study was limited to state jobs that (1) had been assigned Hay point scores, (2) 
had at least 10 incumbents and (3) were predominantly male (i.e., jobs in which at least 70 percent 
of the incumbents were male) or predominantly female (i.e., at least 80 percent of the incumbents
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were female). About 88 percent of nonacademic state employment was in job classifications 
meeting these criteria. (See Rothchild 1985, p. 108.)

7 In Minnesota state employment, jobs are usually referred to as "classes" or "classifications."

8 The available slice files cover October 1981, January and April 1986, and the months of 
January, April, July and October for each of the years 1982-1985 inclusive, making a total of 19 
quarters. Each slice file contains data on about 30,000 employees; in total, the 19 slice files contain 
over 580,000 records.

9 The unique identifier is the employee©s scrambled Social Security number. I thank James Lee 
and the late Paul Roberts of the Minnesota Department of Employee Relations for preparing the 
slice files, and Jan Anderson, Florence Buggert and James Lee for answering queries about their 
contents.

10 About 7 percent of the individuals in the slice files have state employment entry dates that 
change over time (usually because they leave and then re-enter state employment). I extracted both 
the earliest and "most recent" (as of the end of the relevant quarter) entry date for each person. Also, 
for some individuals, certain information (concerning, for example, birth date or sex) is missing in 
the initial record but is available in later records. I extracted such information and appended it to all 
records for each such person.

1 © As shown in table 4.1,1 use a quadratic form for jobs© Haypoint scores, i.e., include both the 
actual Haypoint score (HAYPOINT) and its square (HAYPOISQ). This allows for the possibility 
that pay rises with Hay points at a decreasing rate. In the jargon of job evaluation practitioners, this 
quadratic relation between pay and evaluation points - rising, but flattening out at higher evaluation 
point values   is a "dogleg" pattern (see, e.g., Farnquistetal. 1983, p. 362). This quadratic relation 
is in fact observed in Minnesota (see, e.g., appendix tables A4.1-6), in San Jose (see chapter 5 and 
Stackhouse 1980) and elsewhere (see, e.g., Willis and associates 1974, 1976).

12 That is, the "percent female" variable varies between zero (for all-male jobs) and unity (for 
all-female jobs), so that the coefficient on this variable indicates the change in pay when "percent 
female" changes from zero to unity, other things being equal. (Similarly, the coefficient can be 
multiplied by 0.5 to yield the effect of changing from an all-male job to one that is 50 percent 
female.) Note that, in the second (percent) version, neither sex nor ethnicity is among the "other 
things" being held constant.

13 Analogously, studies of union wage effects might ask (a) how pay for workers differs 
depending on whether they are in 100 percent or 0 percent organized firms, (b-1) how pay for 
workers of given union status differs depending on whether they are in 100 percent or 0 percent 
organized firms, and/or (b-2) how pay for workers in firms that are organized to the same degree 
differs depending on their union status. Addressing question (a) would entail a specification 
analogous to the percent version used here; addressing questions (b) would entail a specification 
analogous to the dumm & % version used here, with answers to (b-1) derived from the coefficient 
on a "percent organized" variable and answers to (b-2) derived from the coefficient on an "is a union 
member" dummy variable.

14 For example, for the standard regressors specification for October 1981 (see table 4.2), d In Y 
for the dumm & % version is -0.0208 + (-0.3740x0.5832)= -0.2389, vs. a coefficient in the 
dummies version of -0.2255.

15 Controlling for Haypoints or the standard regressors reduces the class composition effect 
(i.e., the PCTFEMAL coefficient) substantially, but reduces the sex effect per se (i.e., the 
FEMALE_ coefficient) by only a small amount, in the dumm & % version relative to the percent 
version.

16 Note that the analysis underlying the -2.8 percent differential excludes classes that either (1)
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are unrated (do not have Haypoint values) or (2) have less than 10 incumbents. Both kinds of classes 
are predominantly male and generally entail rates of pay that are well above average; their exclusion 
clearly reduces the differential relative to what would be obtained were they not excluded.

17 Thus, these indicators are cumulative: for example, an observation dated September 1983 
will have AFTER783 = 1 and AFTER784=AFTER785=0, but one for September 1984 will have 
AFTER783=AFTER784 = 1 and AFTER785=0.

18 Unemployment rates for both men and women in Minnesota and the Minneapolis-St. Paul 
MSA rose early in the 1980s with the onset of the 1980-81 recession but fell during the mid-1980s, 
so a quadratic in time seems much more appropriate than a simple linear time trend. (TIMETRSQ 
is generally significant at conventional test levels in both the pooled OLS analyses of tables 4.5-6 
and the fixed-effects analyses of table 4.7, discussed presently.)

19 Also, the results are not sensitive to inclusion of higher-order terms in private-sector wages 
(e.g., the square of LNWGMSAP) and/or terms in private-sector employment levels.

20 In contrast with the pooled OLS results, in the fixed-effects results the private-sector wage 
variables are often statistically significant at conventional test levels. The fixed-effects estimates of 
comparable worth effects (the AFTER78i coefficients) are very similar regardless of which sets of 
regressors are used, however. Thus, in the interest of brevity, the discussion of fixed-effects results 
in the text focuses on the time trend models.

21 As noted earlier, the state estimated that about 10 percent of the beneficiaries of the 
adjustments were men (see, e.g., Rothchild n.d., p. 4).

22 Jobs with zero employment at some point are, at least at that point, inframarginal and so are 
not on the relevant demand function (recall section 3.4). Jobs with positive employment throughout 
the period of analysis may be atypical, but later on I address this potential problem using fixed 
effects.

23 Like the private-sector wage variables, these private-sector employment variables are de 
rived from the ES-202 file, discussed in section 4.2.

24 Also, the results are not sensitive to inclusion of higher-order terms in private-sector 
employment (e.g., the square of LNENMSAP) and/or terms in private-sector wages.

25 The maximum does not appear to be a very meaningful measure of the cost of labor: the 
proportion of employees actually paid the maximum wage rate for their class is never more than 31 
percent in any quarter covered by the data (in most quarters, the proportion is between 22 and 29 
percent). The proportion of persons actually receiving the maximum changes in a cyclical fashion 
because of the manner in which pay changes are implemented: between July of any given year 
(when new pay rates usually take effect) and the following April, the proportion receiving the 
maximum increases steadily, and then falls in the following July as new pay rates take effect. Also, 
recall from section 4.3©s discussion of the class-level results for pay that the variance of maximum 
(In) wage rates is smaller than the variance of mean or minimum (In) wage rates: using maxima 
instead of means or minima in effect tends to overstate the similarity of jobs© pay rates.

26 These figures are derived by multiplying the fixed-effects time trend coefficient estimates 
shown in the "mean" column of appendix table A4.ll for TIMETRND, TIMETRSQ and 
CPINDEX1-4 for each type of job by the changes in these variables between July 1983-April 
1986.

27 Contrary to the rather self-congratulatory comments of CESW (1985, pp. 1, 15; 1986, p. 2) 
quoted earlier in this chapter. As shown in table 4.4, even the approach that is apparently preferred 
by comparable worth proponents yields a sex differential in pay that is not statistically significant at 
the conventional 5 percent level only if one excludes all jobs that either do not have a Haypoint 
rating or else have fewer than ten incumbents.
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Appendix Table A4.1(l) Individual Pay Regressions, October 1981 
(dep. van=LOG_HRLY; t in parentheses)

Raw Differentials

FEMALE _

BLACK __

INDIAN _

HISPANIC

ASIAN

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGF

AGE SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Dummies

-0.2867
(92.148)

-0.0284
(2.194)

-0.0825
(4.909)

-0.0715
(3.821)
0.1319
(6.205)

2.2344
(1077.741)

0.2221

Percents

-0.4814
(131.740)

0.1213
(3.438)

-1.1085
(18.391)

-0.7045
(10.507)
1.4527

(23.367)

2.3233
(1034.445)

0.3824

Dumm & %

-0.0151
(3.531)

-0.00686
(0.561)

-0.0160
(1.040)

-0.0107
(0.621)

-0.0166
(0.838)

-0.4663
(82.759)
0.1282

(3.435)
-1.0924

(17.562)
-0.6937

(10.019)
1.4692
(22.520)

2.3233
(1034.615)

0.3827

Raw Diffs. with Haypoints

Dummies

-0.1493
(64.347)

-0.0264
(2.913)

-0.0186
(1.586)

-0.0490
(3.747)

-0.0111
(0.751)

0.6142
(126.387)

0.00249
(98.921)

-0.00114
(36.906)
1.6877

(390.069)
0.6198

Percents

-0.2707
(88.226)

-0.0452
(1.722)

-0.1714
(3.794)

-0.5077
(10.174)
0.1697
(3.599)

0.5366
(111.277)

0.00210
(84.385)

-0.00084
(28.342)
1.8108

(387.274)
0.6591

Dumm & %

-0.0152
(4.781)

-0.00413
(0.454)

-0.0166
(1.448)

-0.0105
(0.819)

-0.0169
(1.149)

-0.2555
(57.774)

-0.0410
(1.479)

-0.1548
(3.322)

-0.4972
(9.650)
0.1865
(3.777)

0.5366
(111.318)

0.00210
(84.414)

-0.00084
(28.350)
1.8108

(387.417)
0.6594
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Appendix Table A4.1(2) Individual Pay Regressions, October 1981 
(dep. var.=LOG_HRLY; t in parentheses)

Standard Regressors

FEMALE _

BLACK __

INDIAN _

HISPANIC

ASIAN

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Dummies

-0.2255
(74.244)

0.00946
(0.838)

-0.0448
(3.068)

-0.0237
(1.458)
0.1552
(8.389)

0.0323
(35.249)
-0.3421
(28.910)

0.0241
(23.010)
-0.3340
(14.539)

-0.0848
(3.189)

-0.0484
(8.102)

-0.00927
(1.745)

-0.0232
(4.997)

1.3895
(84.053)

0.4138

Percents

-0.3932
(109.494)

0.2784
(8.897)

-0.8078
(15.121)
-0.4165

(7.017)
1.6416

(29.802)
0.0269

(32.261)
-0.2780
(25.865)
0.0232

(24.325)
-0.2944
(14.125)

-0.1226
(5.085)

-0.0438
(8.088)

-0.0165
(3.475)

-0.0224
(5.417)

1.5841
(104.175)

0.5181

Dumm & %

-0.0208
(5.328)
0.00132
(0.122)

-0.00126
(0.092)

0.00571
(0.375)

-0.0136
(0.774)

-0.3740
(73.447)
0.2766
(8.366)

-0.8058
(14.627)

-0.4238
(6.917)
1.6524

(28.623)
0.0270
(32.355)

-0.2790
(25.932)
0.0231

(24.232)
-0.2959
(14.198)

-0.1209
(5.014)

-0.0449
(8.291)

-0.0209
(4.348)

-0.0268
(6.366)

1.5834
(104.084)

0.5186

Stand.

Dummies

-0.1238
(56.017)

-0.00005
(0.007)

0.00356
(0.348)

-0.0165
(1.449)

0.0307
(2.374)

0.0165
(25.522)

-0.1541
(18.412)
0.0241

(32.721)
-0.3899
(24.217)

-0.1341
(7.205)

-0.0194
(4.643)

0.00345
(0.927)

-0.0186
(5.730)

0.5568
(129.615)

0.00204
(90.346)

-0.00079
(29.025)
1.2564

(107.319)
0.7132

Regs, with Haypoints

Percents

-0.2266
(78.835)

-0.0797
(3.457)

-0.0449
(1.135)

-0.3357
(7.674)

0.4966
(11.957)
0.0153

(24.751)
-0.1399
(17.527)
0.0237

(33.790)
-0.3627
(23.605)

-0.1535
(8.650)

-0.0188
(4.713)

-0.00070
(0.201)

-0.0180
(5.914)

0.4953
(115.887)

0.00174
(77.915)

-0.00057
(21.550)
1.3840

(121.233)
0.7390

Dumm & %

-0.0192
(6.685)
0.00344
(0.432)

-0.00199
(0.198)

0.00510
(0.455)

-0.0101
(0.784)

-0.2088
(53.408)

-0.0760
(3.121)

-0.0423
(1.037)

-0.3420
(7.579)

0.5037
(11.600)
0.0154
(24.879)

-0.1407
(17.615)
0.0237

(33.684)
-0.3639
(23.696)

-0.1521
(8.571)

-0.0198
(4.969)

-0.00481
(1.355)

-0.0221
(7.123)

0.4951
(115.900)

0.00174
(77.981)

-0.00057
(21.570)
1.3835

(121.177)
0.7394
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Appendix Table A4.2(l) Individual Pay Regressions, April 1986 
(dep. var.=LOG_HRLY; t in parentheses)

Raw Differentials

FEMALE _

BLACK __

INDIAN _

HISPANIC

ASIAN

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Dummies

-0.2158
(67.797)

-0.0273
(2.142)

-0.0726
(4.397)

-0.0587
(3.153)

0.0483
(2.388)

2.5001
(1144.089)

0.1290

Percents

-0.3796
(93.720)
0.0219
(0.580)

-1.0592
(17.778)

-0.5778
(8.548)

0.7993
(12.342)

2.5832
(1013.566)

0.2313

Dumm & %

-0.0136
(3.051)

-0.00988
(0.783)

-0.0117
(0.728)

0.00085
(0.047)

-0.00752
(0.379)

-0.3659
(60.565)
0.0318

(0.797)
-1.0474

(16.960)
-0.5787

(8.268)
0.8069
(11.930)

2.5832
(1013.651)

0.2316

Raw Diffs. with Haypoints

Dummies

-0.0681
(33.406)

-0.0164
(2.128)

-0.0180
(1.794)

-0.00216
(0.191)

-0.0467
(3.795)

0.8104
(175.185)

0.00304
(135.920)
-0.00164
(58.484)
1.8466

(480.225)
0.6785

Percents

-0.1217
(42.468)

-0.0378
(1.561)

-0.1878
(4.906)

0.0450
(1.039)

-0.3781
(9.052)

0.7814
(164.422)

0.00291
(127.307)
-0.00154

(55.028)
1.8975

(438.806)
0.6863

Dumm & %

-0.0136
(4.752)

-0.00804
(0.997)

-0.0105
(1.028)

0.00081
(0.070)

-0.00898
(0.708)

-0.1081
(26.687)

-0.0298
(1.168)

-0.1772
(4.468)

0.0442
(0.986)

-0.3691
(8.470)

0.7814
(164.470)

0.00291
(127.347)
-0.00154
(55.045)
1.8975

(438.946)
0.6866
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Appendix Table A4.2(2) Individual Pay Regressions, April 1986 
(dep. var.=LOG_HRLY; t in parentheses)

Standard Regressors

FEMALE _

BLACK __

INDIAN _

HISPANIC

ASIAN

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE ____

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Dummies

-0.1636
(51.292)
0.0165
(1.478)

-0.0464
(3.204)

-0.0268
(1.644)
0.0824
(4.631)

0.0390
(37.442)
-0.4142
(30.881)
0.0127
(3.147)

-0.0265
(0.243)
0.00661
(1.663)

-0.3535
(3.254)

-0.0983
(0.985)
0. 1460
(1.505)

-0.0492
(8.397)

-0.0268
(5.076)

-0.0360
(7.127)

1.4825
(75.996)
0.3303

Percents

-0.2974
(73.989)
0.2456
(7.275)

-0.8593
(16.216)
-0.4077

(6.791)
1.1799

(20.435)
0.0353

(35.605)
-0.3675
(28.768)

0.0147
(3.845)
0.00009
(0.001)
0.00517
(1.368)

-0.3654
(3.540)

-0.1574
(1.658)
0.1576
(1.709)

-0.0439
(7.881)

-0.0261
(5.329)

-0.0407
(8.651)

1.6241
(86.465)
0.3950

Dumm & %

-0.0178
(4.316)
0.00277
(0.248)
0.00021
(0.015)
0.0102
(0.637)

-0.0165
(0.938)

-0.2814
(51.419)
0.2424
(6.820)

-0.8584
(15.636)
-0.4174

(6.717)
1.1929

(19.807)
0.0354

(35.665)
-0.3682
(28.805)
0.0148
(3.868)

-0.00313
(0.030)
0.00501
(1.327)

-0.3636
(3.522)

-0.1581
(1.666)
0.1601
(1.736)

-0.0450
(8.078)

-0.0308
(6.145)

-0.0450
(9.363)

1.6239
(86.420)
0.3954

Stand.

Dummies

-0.0438
(22.310)
0.0122
(1.838)

-0.00304
(0.352)
0.0148
(1.522)

-0.00608
(0.573)

0.0164
(23.272)

-0.1299
(16.044)
0.0106
(4.420)

0.2562
(3.931)
0.0120
(5.100)

-0.6463
(9.976)

-0.2614
(4.394)

0.1595
(2.758)

-0.00248
(0.710)

-0.00054
(0.173)

-0.00489
(1.624)

0.7573
(186.893)

0.00265
(134.177)
-0.00135
(55.189)
1.4183

(121.294)
0.7624

Regs, with Haypoints

Percents

-0.0812
(30.193)
0.1189
(5.652)

-0.1261
(3.803)

0.0961
(2.563)
0.0162
(0.447)
0.0143

(22.826)
-0.1246
(15.487)
0.0111
(4.673)
0.2606
(4.025)
0.0116
(4.960)

-0.6446
(10.017)

-0.2754
(4.660)

0.1631
(2.839)

-0.00226
(0.650)

-0.00001
(0.005)

-0.00619
(2.108)

0.7374
(176.665)

0.00257
(127.143)
-0.00129
(52.702)
1.4571

(123.471)
0.7656

Dumm & %

-0.0104
(4.063)

0.00262
(0.376)

0.00097
(0.109)

0.0100
(1.002)

-0.00619
(0.564)

-0.0719
(20.309)
0.1162
(5.245)

-0.1264
(3.683)

-0.0863
(2.224)
0.0206
(0.543)
0.0143

(22.878)
-0.1249
(15.516)
0.0112
(4.696)
0.2586
(3.995)
0.0115
(4.922)

-0.6433
(9.999)

-0.2758
(4.668)
0.1644
(2.862)

-0.00291
(0.838)

-0.00276
(0.883)

-0.00869
(2.898)

0.7371
(176.614)

0.00257
(127.165)
-0.00129
(52.720)
1.4572

(123.425)
0.7657
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Appendix Table A4.3(l) Class-Level Pay Regressions, October 1981
(unweighted; dep. van=log of class max./mean/min. pay;

t in parentheses)

Raw Differentials

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGF.

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.3381
(16.133)
0.0464
(0.735)

-0.0528
(0.434)

-0.0940
(0.770)
0.0566
(0.327)

2.5492
(268.126)

0.1354

Mean Pay

-0.3718
(17.223)
0.0558
(0.858)

-0.0778
(0.621)

-0.0958
(0.761)

-0.0452
(0.254)

2.5114
(256.465)

0.1518

Min. Pay

-0.4002
(17.299)
0.0785
(1.127)

-0.0926
(0.690)

-0.0890
(0.661)

-0.1470
(0.770)

2.4648
(234.867)

0.1536

Raw Diffs. with Haypoints

Max. Pay

-0.1765
(10.890)
-0.0118

(0.253)
-0.0195

(0.217)
-0.1212

(1.341)
0.0185
(0.145)

0.7607
(28.933)
0.00203

(19.487)
-0.00083

(9.657)
1.8485

(70.985)
0.5275

Mean Pay

-0.2028
(12.464)
-0.00892

(0.190)
-0.0471

(0.522)
-0.1268

(1.398)
-0.0763

(0.594)

0.7972
(30.209)
0.00203

(19.405)
-0.00078

(9.086)
1.7888

(68.430)
0.5597

Min. Pay

-0.2218
(12.754)
0.00584
(0.116)

-0.0652
(0.675)

-0.1248
(1.287)

-0.1696
(1.235)

0.8440
(29.916)
0.00203

(18.194)
-0.00073

(7.931)
1.7137

(61.323)
0.5628
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Appendix Table A4.3(2) Class-Level Pay Regressions, October 1981
(unweighted; dep. van=log of class max./mean/min. pay;

t in parentheses)
Standard Regressors

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.2673
(12.500)
-0.00587

(0.103)
-0.0491

(0.450)
-0.0596

(0.545)
0.0883
(0.567)
0.1170

(14.454)
-1.2039
(12.029)
-0.00226

(0.297)
0.2939
(1.949)

-0.1133
(0.584)

-0.1160
(2.918)

-0.1439
(4.087)

-0.0739
(2.944)

-0.0593
(0.378)
0.3137

Mean Pay

-0.2850
(13.215)
0.00317
(0.055)

-0.0724
(0.658)

-0.0501
(0.454)

-0.00059
(0.004)
0.1264

(15.481)
-1.2959
(12.837)
0.00026
(0.035)
0.2519
(1.656)

-0.1224
(0.626)

-0.1136
(2.835)

-0.1425
(4.012)

-0.0761
(3.008)

-0.3378
(2.136)
0.3544

Min. Pay

-0.3062
(13.144)

0.0241
(0.390)

-0.0864
(0.727)

-0.0384
(0.323)

-0.1018
(0.600)
0.1322

(14.990)
-1.3549
(12.427)
-0.00141

(0.170)
0.2747
(1.672)

-0.1046
(0.495)

-0.1112
(2.570)

-0.1478
(3.854)

-0.0708
(2.592)

-0.5146
(3.012)
0.3457

Stand.

Max. Pay

-0.1648
(9.654)

-0.0407
(0.919)

-0.0166
(0.196)

-0.0998
(1.170)
0.0561
(0.462)
0.0619
(9.469)

-0.6058
(7.551)
0.00979
(1.639)
0.2036
(1.731)

-0.3238
(2.139)

-0.0865
(2.790)

-0.0997
(3.625)

-0.0396
(2.022)
0.6577

(25.486)
0.00170

(16.896)
-0.00066

(8.078)
0.5191
(4.191)
0.5835

Regs, with Haypoints

Mean Pay

-0.1788
(10.675)
-0.0353

(0.813)
-0.0442

(0.529)
-0.0935

(1.118)
-0.0200

(0.168)
0.0692

(10.781)
-0.6753

(8.579)
0.0134
(2.299)
0.1500
(1.299)

-0.3432
(2.311)

-0.0843
(2.772)

-0.0936
(3.466)

-0.0406
(2.114)
0.6781

(26.785)
0.00164

(16.613)
-0.00058

(7.300)
0.2785
(2.292)
0.6293

Min. Pay

-0.1926
(10.690)

0.0193
(0.414)

-0.0615
(0.685)

-0.0866
(0.962)

-0.1090
(0.850)
0.0709

(10.269)
-0.6908

(8.160)
0.0134
(2.125)
0.1574
(1.268)

-0.3432
(2.148)

-0.0811
(2.479)

-0.0925
(3.184)

-0.0329
(1.592)
0.7216

(26.497)
0.00164

(15.389)
-0.00053

(6.138)
0.1606
(1.229)
0.6274
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Appendix Table A4.4(l) Class-Level Pay Regressions, April 1986
(unweighted; dep. van = log of class max./mean/min. pay;

t in parentheses)
Raw Differentials

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.2328
(12.258)

0.1041
(1.621)

-0.1852
(1.859)

-0.0642
(0.611)
0. 1054
(0.882)

2.8214
(301.324)

0.0791

Mean Pay

-0.2618
(13.270)
0.1035
(1.551)

-0.1872
(1.809)

-0.0435
(0.399)
0.0859
(0.691)

2.7892
(286.798)

0.0905

Min. Pay

-0.2918
(13.696)
0.1127
(1.564)

-0.1796
(1.607)

-0.0222
(0.189)
0.0893
(0.666)

2.7439
(261.248)

0.0952

Raw Diffs. with Haypoints

Max. Pay

-0.0589
(4.332)
0.0592
(1.342)

-0.1263
(1.847)

-0.1586
(2.196)
0.0148
(0.181)

0.8675
(37.942)
0.00241

(26.893)
-0.00117
(15.405)
2.0260

(90.153)
0.5670

Mean Pay

-0.0780
(5.662)
0.0550
(1.229)

-0.1261
(1.819)

-0.1442
(1.969)

-0.00730
(0.088)

0.9110
(39.300)
0.00247

(27.214)
-0.00117
(15.143)

1.9598
(86.023)
0.5925

Min. Pay

-0.0955
(6.397)
0.0584
(1.206)

-0.1173
(1.563)

-0.1322
(1.668)

-0.00631
(0.070)

0.9682
(38.565)
0.00252

(25.555)
-0.00113
(13.553)

1.8758
(76.016)
0.5923
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Appendix Table A4.4(2) Class-Level Pay Regressions, April 1986
(unweighted; dep. van=log of class max./mean/min. pay;

t in parentheses)
Standard Regressors

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.1558
(8.139)
0.0183
(0.322)

-0.1645
(1.875)

-0.00826
(0.089)
0.1085
(1.032)
0.1349

(16.607)
-1.3167
(13.525)

0.0913
(2.212)
0.9986
(1.353)

-0.0961
(2.344)

-0.7661
(1.035)

-2.1193
(2.091)
2.0352
(2.021)

-0.1001
(2.746)

-0.0551
(1.877)

-0.0658
(2.486)

-0.3698
(2.243)
0.3010

Mean Pay

-0.1704
(8.792)
0.0133

(0.231)
-0.1580
(1.779)
0.0261

(0.279)
0.0991

(0.930)
0.1459

(17.745)
-1.4153
(14.360)

0.0972
(2.327)
0.9796
(1.311)

-0.0974
(2.348)

-0.7645
(1.020)

-2.2097
(2.153)
2.0625

(2.023)
-0.1011

(2.740)
-0.0594
(1.999)

-0.0656
(2.446)

-0.7037
(4.215)
0.3441

Min. Pay

-0.1941
(9.234)
0.0153
(0.245)

-0.1476
(1.532)
0.0514

(0.505)
0.1014

(0.878)
0.1548

(17.352)
-1.4959
(13.988)

0.1061
(2.340)
0.9958

(1.228)
-0.1069
(2.373)

-0.7303
(0.898)

-2.3937
(2.150)
2.2211

(2.008)
-0.1071

(2.676)
-0.0638
(1.980)

-0.0695
(2.391)

-0.9665
(5.335)
0.3414

Stand.

Max. Pay

-0.0407
(2.820)
0.0236
(0.560)

-0.1155
(1.783)

-0.1117
(1.632)
0.0327
(0.421)
0.0620
(9.859)

-0.5707
(7.654)
0.0554
(1.817)
0.7117
(1.305)

-0.0452
(1.492)

-0.6088
(1.112)

-1.4062
(1.877)
1.1169
(1.499)

-0.0398
(1.477)

-0.0387
(1.787)

-0.0118
(0.603)
0.7530

(32.804)
0.00205

(23.188)
-0.00097
(13.198)
0.5896
(4.746)
0.6198

Regs, with Haypoints

Mean Pay

-0.0509
(3.585)
0.0179
(0.433)

-0.1085
(1.702)

-0.0824
(1.223)
0.0237
(0.310)
0.0704

(11.364)
-0.6430

(8.764)
0.0610
(2.033)
0.7195
(1.341)

-0.0456
(1.530)

-0.6531
(1.212)

-1.5063
(2.043)
1.1552
(1.576)

-0.0396
(1.493)

-0.0430
(2.019)

-0.00973
(0.504)
0.7772

(34.410)
0.00204

(23.513)
-0.00093
(12.880)
0.3024
(2.474)
0.6629

Min. Pay

-0.0664
(4.301)
0.0189
(0.420)

-0.0970
(1.400)

-0.0665
(0.909)
0.0260
(0.314)
0.0741

(11.015)
-0.6728

(8.440)
0.0689
(2.113)
0.7779
(1.334)

-0.0529
(1.631)

-0.6932
(1.184)

-1.6970
(2.118)
1.3199
(1.657)

-0.0430
(1.490)

-0.0473
(2.044)

-0.0101
(0.484)
0.8257

(33.648)
0.00206

(21.801)
-0.00088
(11.218)
0.1258
(0.947)
0.6606
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Appendix Table A4.5(l) Class-Level Pay Regressions, October 1981
(weighted; dep. var.=log of class max./mean/min. pay;

t in parentheses)
Raw Differentials

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE ____

AGE SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.3732
(94.546)
0.2624
(6.875)

-0.9720
(14.918)
-0.3938

(5.434)
1.7567

(26.140)

2.3951
(986.892)

0.2485

Mean Pay

-0.4822
(137.555)

0.1193
(3.522)

-1.1138
(19.254)

-0.7098
(11.030)
1.4502

(24.303)

2.3240
(1078.491)

0.4025

Min. Pay

-0.4951
(149.957)

0.2388
(7.484)

-0.8922
(16.375)

-0.5704
(9.411)
1.1109

(19.766)

2.2122
(1089.954)

0.4382

Raw Diffs. with Haypoints

Max. Pay

-0.1618
(47.058)
0.0703
(2.385)

-0.0251
(0.497)

-0.2390
(4.270)

0.5413
(10.235)

0.5709
(105.773)

0.00196
(70.034)

-0.00066
(19.831)
1.8941

(361.235)
0.5533

Mean Pay

-0.2718
(95.666)

-0.0471
(1.936)

-0.1741
(4.159)

-0.5118
(11.069)
0.1706
(3.905)

0.5368
(120.393)

0.00210
(90.982)

-0.00084
(30.524)
1.8117

(418.329)
0.6927

Min. Pay

-0.3135
(111.507)

0.0909
(3.774)

-0.0718
(1.733)

-0.4059
(8.870)

-0.0371
(0.860)

0.4360
(98.821)
0.00167
(72.937)

-0.00045
(16.522)
1.7866

(416.857)
0.6810
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Appendix Table A4.5(2) Class-Level Pay Regressions, October 1981
(weighted; dep. van=log of class max./mean/min. pay;

t in parentheses)
Standard Regressors

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE ____

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.3003
(59.865)

0.1678
(5.179)

-0.7673
(13.896)
-0.3465

(5.664)
1.4002

(24.482)
0.1873

(76.376)
-2.0254
(63.455)
-0.0506
(17.820)

1.2876
(22.782)

0.1396
(1.844)

-0.4073
(23.980)
-0.3298
(20.181)
-0.1539
(13.902)

-1.2925
(30.506)

0.4710

Mean Pay

-0.3646
(91.359)

0.1577
(6.118)

-0.7448
(16.956)
-0.4693

(9.645)
1.2982

(28.535)
0.1672

(85.758)
-1.8119
(71.369)
-0.0260
(11.503)

0.6911
(15.373)

0.1453
(2.412)

-0.3672
(27.178)
-0.2577
(19.826)
-0.1619
(18.396)

-1.1050
(32.789)

0.6625

Min. Pay

-0.3734
(93.994)

0.2701
(10.526)
-0.6007
(13.742)
-0.3496

(7.220)
0.9892

(21.847)
0.1552

(79.946)
-1.7420
(68.938)
-0.0478
(21.265)

0.4782
(10.687)

0.7334
(12.235)

-0.3574
(26.583)
-0.1662
(12.848)
-0.1142
(13.033)

-0.8892
(26.512)

0.6456

Stand.

Max. Pay

-0.1562
(36.437)
0.0184
(0.701)

-0.1130
(2.501)

-0.2930
(5.893)
0.5679

(11.911)
0.1083

(50.757)
-1.0558
(38.187)
0.00179
(0.766)
0.7852

(17.009)

-0.6937
(11.208)

-0.2226
(16.003)
-0.1304

(9.732)
-0.1029
(11.338)
0.4670

(90.891)
0.00137

(50.311)
-0.00024

(7.757)
-0.2904

(8.139)
0.6512

Regs, with Haypoints

Mean Pay

-0.2349
(76.060)
0.0222
(1.174)

-0.1301
(3.997)

-0.4108
(11.470)
0.4583
(13.346)
0.0920
(59.877)

-0.8871
(44.544)
0.0221

(13.085)
0.2322
(6.984)

-0.6296
(14.123)

-0.1988
(19.847)

-0.0821
(8.508)

-0.1257
(19.225)
0.4244

(114.673)
0.00135

(69.089)
-0.00028

(12.709)
-0.1432

(5.574)
0.8175

Min. Pay

-0.2674
(80.129)
0.1472
(7.177)

-0.0784
(2.229)

-0.3145
(8.126)
0.2332
(6.284)
0.0916

(55.190)
-0.9643
(44.809)
-0.00593

(3.250)
0.0472
(1.315)

0.0745
(1.547)

-0.2219
(20.496)
-0.0187

(1.799)
-0.0892
(12.626)
0.3313

(82.848)
0.00098

(46.490)
-0.00005

(2.089)
-0.0539

(1.941)
0.7741
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Appendix Table A4.6(l) Class-Level Pay Regressions, April 1986
(weighted; dep. van=log of class max./mean/min. pay;

t in parentheses)
Raw Differentials

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.2803
(66.054)
-0.1097

(2.766)
-1.1938
(19.100)
-0.8004
(11.283)

1.2809
(18.857)

2.6677
(999.391)

0.1446

Mean Pay

-0.3827
(98.245)
0.00431

(0.118)
-1.0788

(18.804)
-0.5876

(9.025)
0.7808
(12.523)

2.5865
(1055.703)

0.2476

Min. Pay

-0.4317
(108.053)

0.1025
(2.745)

-0.7522
(12.786)
-0.3611

(5.409)
0.6323
(9.890)

2.4816
(987.756)

0.2770

Raw Diffs. with Hay points

Max. Pay

-0.0193
(6.563)

-0.2373
(9.519)

-0.2837
(7.198)

-0.1445
(3.237)
0.1674
(3.893)

0.9063
(187.161)

0.00280
(118.892)
-0.00149
(51.531)
1.9841

(445.900)
0.6637

Mean Pay

-0.1273
(48.895)

-0.0614
(2.788)

-0.1948
(5.588)

0.0516
(1.308)

-0.3763
(9.893)

0.7795
(181.994)

0.00289
(139.038)
-0.00153

(59.952)
1.9031

(483.535)
0.7253

Min. Pay

-0.2115
(65.181)
0.0534
(1.946)

0.0125
(0.289)

0.1642
(3.338)

-0.4025
(8.492)

0.6191
(116.010)

0.00232
(89.505)

-0.00097
(30.632)
1.9130

(390.092)
0.6103
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Appendix Table A4.6(2) Class-Level Pay Regressions, April 1986
(weighted; dep. van=log of class max./mean/min. pay;

t in parentheses)
Standard Regressors

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

HAYPOINT

HAYPOISQ

Intercept

R2

Max. Pay

-0.2979
(51.323)
-0.0105
(0.309)

-0.9412
(17.565)
-0.5426
(8.989)
1.2536

(21.440)
0.2075

(73.371)
-2.3148
(61.207)

0.0851
(4.239)
3.4941

(9.789)
-0.1768

(8.902)
-3.2388
(9.269)

-3.8686
(7.964)
5.5059

(11.574)
-0.4799
(27.573)
-0.4237
(25.892)
-0.4722
(33.670)

-1.3917
(27.944)

0.3854

Mean Pay

-0.3263
(69.483)

0.2386
(8.638)

-0.7531
(17.370)
-0.2640
(5.406)
1.0522

(22.241)
0.2013

(87.976)
-2.2102
(72.231)

0.0601
(3.705)
2.5615

(8.869)
-0.1218
(7.580)

-2.6658
(9.430)

-2.3929
(6.089)
3.7622

(9.774)
-0.3742
(26.574)
-0.3325
(25.116)
-0.4259
(37.530)

-1.5883
(39.416)

0.5799

Min. Pay

-0.3829
(74.966)

0.3024
(10.067)
-0.4799
(10.178)
-0.0938
(1.766)
0.8451

(16.426)
0.1791

(71.967)
-1.9159
(57.569)

0.1267
(7.174)
1.2831

(4.085)
-0.1855
(10.614)
-1.4444
(4.698)

-2.9781
(6.967)
4.2678

(10.195)
-0.3385
(22.100)
-0.2480
(17.222)
-0.4293
(34.785)

-1.3072
(29.828)

0.5459

Stand.

Max. Pay

-0.0382
(9.115)

-0.1568
(6.724)

-0.2855
(7.761)

-0.1527
(3.696)
0.3504
(8.635)
0.0639
(29.988)

-0.5554
(19.718)
0.1073
(7.816)
6.6662

(27.157)
-0.1043

(7.672)
-6.3606
(26.439)

-6.0027
(18.036)
5.6122

(17.201)
-0.0893

(7.397)
-0.1054

(9.331)
-0.1194
(12.199)
0.8247

(165.494)
0.00235

(96.915)
-0.00117
(41.590)
0.5927

(16.371)
0.7135

Regs, with Haypoints

Mean Pay

-0.1114
(35.487)
0.1271
(7.283)

-0.1601
(5.816)
0.0863
(2.791)
0.1156
(3.806)
0.0685
(42.978)

-0.5767
(27.355)
0.0586
(5.704)

4.4602
(24.277)

-0.0361
(3.548)

-4.4610
(24.775)

-3.4598
(13.889)
2.9723
(12.172)

-0.0500
(5.530)

-0.0642
(7.598)

-0.1530
(20.887)
0.6700

(179.628)
0.00223

(122.960)
-0.00107
(50.891)
0.2713
(10.013)
0.8324

Min. Pay

-0.2112
(48.950)
0.2120
(8.837)
0.0102
(0.271)
0.1737
(4.086)
0.00483
(0.116)
0.0688

(31.400)
-0.5598
(19.321)
-0.1199

(8.494)
2.4483
(9.697)

-0.1083
(7.750)

-2.5382
(10.257)
-3.6071
(10.537)

3.3450
(9.968)

-0.0852
(6.862)

-0.0263
(2.271)

-0.2149
(21.342)
0.5034

(98.204)
0.00170

(68.331)
-0.00057
(19.663)
0.2646
(7.105)
0.7108
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Appendix Table A4.7 "Comparable Worth" Pay Regressions,
October 1981 and April 1986 

(unweighted; dep. van=log of class max. pay; t in parentheses)

Variable

PCTFEMAL

HAYPOINT

Intercept

R2

October

Sample: A

-0.1574 
(12.380)

0.0010
(55.673)

2.0315 
(203.899)

0.8011

1981

Sample: B

-0.1350 
(7.801)

0.0016 
(39.634)

1.8861 
(121.724)

0.8464

April

Sample: A

-0.0631 
(5.264)

0.0011 
(56.391)

2.2903 
(224.511)

0.7619

1986

Sample: B

-0.0282 
(1.605)

0.0018 
(40.956)

2.0765 
(126.247)

0.8261

Notes:
"Sample A" consists of all classes with a Hay evaluation point score.

"Sample B" consists of all classes with a Hay evaluation point score that also have at least ten 
incumbents.
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Appendix Table A4.8(l) "Time Trend" Pooled OLS Wage Regressions 
for Random Sample of 1,000 White Women Present Continuously

During October 1981-April 1986 
(dep. var.=LOG_HRLY; t in parentheses)

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE SQ

SVC.FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC.F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

Raw Differentials

Basic Percent

-0.3265
(52.142)

0.0948
(1.782)

-2.0986
(16.474)
-2.9787
(20.604)

1.7601
(19.021)

Raw Diffs. w/Haypoint

Basic Percent

0.0052
(1.324)
0.0088
(0.290)
0.0177
(0.242)
0.3807
(4.505)
0.2989
(5.595)



152

Appendix Table A4.8(l) (continued)

Raw Differentials

Variable

HAY_MISS

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2
Sum of AFTER78/:

Basic

0.0322
(2.216)
0.0471

(5.344)
0.0374

(3.476)
0.4760

(2.551)
-0.8860
(2.647)
0.3217

(0.814)
-0.0307
(0.077)
-0.1675
(0.349)

0.1769
(0.589)
-5.5636
(3.379)

0.2377
0.1167

Percent

0.0338
(2.600)
0.0482
(6.120)
0.0374
(3.895)
0.4872
(2.922)

-0.8986
(3.004)
0.2733
(0.774)

-0.0891
(0.251)

-0.1765
(0.412)
0.1441
(0.537)

-4.7973
(3.261)
0.3917
0.1194

Raw Diffs. w/ 
Haypoint

Basic

0.7652
(179.680)

0.0030
(154.261)
-0.0014
(59.557)

0.0291
(3.925)
0.0482

(10.732)
0.0364
(6.635)
0.4836
(5.080)

-0.9040
(5.293)
0.3428
(1.699)

-0.0356
(0.176)

-0.1274
(0.521)
0.0426
(0.278)

-5.8013
(6.905)
0.8012
0.1137

Percent

0.7711
(161.257)

0.0030
(138.228)
-0.0015
(58.186)
0.0289
(3.898)
0.0479

(10.674)
0.0360
(6.570)
0.4838
(5.090)

-0.9046
(5.304)
0.3547
(1.761)

-0.0315
(0.156)

-0.1365
(0.558)
0.0422
(0.276)

-5.8457
(6.969)
0.8023
0.1128
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Appendix Table A4.8(l) (continued)

Standard Regressors

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC.MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

Basic

0.0338
(28.919)
-0.4355
(28.605)
-0.0074
(0.945)

-1.0632
(6.493)
0.0163

(2.077)
0.4925
(3.021)
0.0007

(4.861)
-0.0004

(2.680)
-0.0216

(2.448)
-0.0943

(1.917)
0.0624

(3.542)

Percent

-0.3176
(54.087)

0.2083
(4.183)

-1.8760
(15.738)
-2.7861
(20.627)

1.7097
(19.781)

0.0294
(28.235)
-0.3663
(26.980)

0.0206
(2.921)

-0.7647
(5.249)

-0.0078
(1.121)
0.2436
(1.680)
0.0000
(0.343)
0.0001

(1.260)
-0.0334

(4.242)
-0.0462
(1.057)
0.0530
(3.382)

Standard Regressors 
with Haypoint

Basic

0.0055
(9.151)

-0.0542
(6.890)
0.0209
(5.230)

-0.4359
(5.261)

-0.0044
(1.103)
0.1579
(1.915)

-0.0001
(1.531)
0.0000
(0.869)
0.0046
(1.029)

-0.0066
(0.269)

-0.0058
(0.652)
0.7428

(183.819)

Percent

-0.0066
(1.801)
0.0722
(2.549)
0.0670
(0.981)
0.2865
(3.650)
0.3211
(6.466)
0.0057
(9.435)

-0.0561
(7.140)
0.0204
(5.097)

-0.4361
(5.270)

-0.0036
(0.921)
0.1597
(1.939)

-0.0001
(1.391)
0.0000
(0.680)
0.0041
(0.917)

-0.0041
(0.165)

-0.0028
(0.324)
0.7417

(163.410)
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Appendix Table A4.8(l) (continued)

Standard Regressors

Variable

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0323
(2.370)
0.0469
(5.686)
0.0373
(3.703)
0.4272
(2.445)

-0.8167
(2.605)
0.3285
(0.887)

-0.0268
(0.072)

-0.1651
(0.368)
0.1821
(0.647)

-5.6317
(3.652)
0.3320
0.1165

Percent

0.0337
(2.783)
0.0478
(6.519)
0.0374
(4.181)
0.4375

(2.817)
-0.8267

(2.967)
0.2826
(0.859)

-0.0782
(0.237)

-0.1773
(0.444)
0.1486
(0.594)

-4.8305
(3.524)
0.4724
0.1189

Standard Regressors 
with Haypoint

Basic

0.0029
(155.667)
-0.0014
(59.532)
0.0292
(4.246)
0.0482

(11.558)
0.0364
(7.158)
0.4580
(5.187)

-0.8709
(5.497)
0.3443
(1.840)

-0.0367
(0.195)

-0.1272
(0.560)
0.0421
(0.296)

-5.5831
(7.164)
0.8294
0.1138

Percent

0.0029
(137.964)
-0.0014
(57.241)
0.0291
(4.233)
0.0479

(11.501)
0.0361
(7.103)
0.4571
(5.187)

-0.8694
(5.499)
0.3551
(1.902)

-0.0301
(0.161)

-0.1348
(0.595)
0.0433
(0.306)

-5.6209
(7.226)
0.8302
0.1131
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Appendix Table A4.8(2) "Private-Sector Wages" Pooled OLS Wage
Regressions for Random Sample of 1,000 White Women Present

Continuously During October 1981-April 1986
(dep. var.=LOG_HRLY; t in parentheses)

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVCLFRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET.VIET

VETOTHER

Raw Differentials

Basic Percent

-0.3266
(52.138)

0.0948
(1.782)

-2.0963
(16.453)
-2.9784
(20.598)

1.7594
(19.009)

Raw Diffs. w/Haypoint

Basic Percent

0.0052
(1.320)
0.0088
(0.289)
0.0200
(0.272)
0.3810
(4.507)
0.2983
(5.580)
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Appendix Table A4.8(2) (continued)

Raw Differentials

Variable

HAY.MISS

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0528
(6.219)
0.0341

(3.655)
0.0181

(2.693)
-0.4400
(0.983)
0.2989

(0.691)
0.5431

(1.546)
0.4587

(1.175)
0.2409

(0.595)
0.5352

(1.678)
-4.9988
(6.823)
0.2375
0.1050

Percent

0.7653
(179.584)

0.0030
(154.206)
-0.0014
(59.561)
-0.5476

(2.397)
0.0560
(7.378)
0.0364
(4.359)
0.0193
(3.212)

-0.4298
(1.075)
0.3072
(0.795)
0.5298
(1.688)
0.4028
(1.155)
0.2661
(0.735)
0.5105
(1.792)

-4.5405
(6.935)
0.3915
0.1110

Raw Diffs. w/ 
Haypoint

Basic

0.0492
(11.356)

0.0339
(7.118)
0.0160
(4.673)

-0.5476
(2.397)
0.3945
(1.788)
0.5587
(3.116)
0.4573
(2.294)
0.2603
(1.259)
0.4372
(2.686)

-5.1225
(13.696)

0.8014
0.0991

Percent

0.7712
(161.174)

0.0030
(138.180)
-0.0015
(58.190)

0.0489
(11.308)
0.0336
(7.062)
0.0156
(4.551)

-0.5505
(2.413)
0.3990
(1.811)
0.5710
(3.189)
0.4590
(2.306)
0.2484
(1.203)
0.4398
(2.706)

-5.1658
(13.831)
0.8021
0.0981
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Appendix Table A4.8(2) (continued)

Standard Regressors

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

Basic

0.0338
(28.919)
-0.4355
(28.603)
-0.0075

(0.949)
-1.0633

(6.493)
0.0164
(2.084)
0.4924
(3.019)
0.0007
(4.865)

-0.0004
(2.686)

-0.0217
(2.458)

-0.0943
(1.916)
0.0624
(3.541)

Percent

-0.3176
(54.083)

0.2083
(4.183)

-1.8742
(15.720)
-2.7860
(20.623)

1.7091
(19.771)

0.0294
(28.234)
-0.3663
(26.977)

0.0205
(2.914)

-0.7648
(5.249)

-0.0078
(1.112)
0.2434

(1.678)
0.0000
(0.350)
0.0001
(1.251)

-0.0336
(4.254)

-0.0462
(1.056)
0.0530
(3.380)

Standard Regressors 
with Haypoint

Basic

0.0055
(9.155)

-0.0542
(6.891)
0.0209
(5.216)

-0.4360
(5.259)

-0.0043
(1.087)
0.1577
(1.911)

-0.0001
(1.518)
0.0000
(0.853)
0.0045
(1.006)

-0.0067
(0.269)

-0.0058
(0.655)
0.7428

(183.714)

Percent

-0.0066
(1.804)
0.0723
(2.550)
0.0689
(1.009)
0.2865
(3.648)
0.3206
(6.452)
0.0057
(9.437)

-0.0561
(7.140)
0.0203
(5.084)

-0.4362
(5.268)

-0.0036
(0.905)
0.1595
(1.936)

-0.0001
(1.378)
0.0000
(0.665)
0.0040
(0.892)

-0.0041
(0.165)

-0.0029
(0.326)
0.7417

(163.317)
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Appendix Table A4.8(2) (continued)

Standard Regressors

Variable

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0473
(5.957)
0.0312
(3.571)
0.0158
(2.509)

-0.5503
(1.313)
0.3771
(0.931)
0.4568
(1.389)
0.4129
(1.129)
0.1078
(0.284)
0.5483
(1.836)

-4.3447
(6.323)
0.3318
0.0943

Percent

0.0505
(7.142)
0.0335
(4.308)
0.0173
(3.089)

-0.5337
(1.432)
0.3818
(1.061)
0.4487
(1.534)
0.3622
(1.114)

-0.1320
(0.391)
0.5214
(1.964)

-3.8863
(6.362)
0.4722
0.1013

Standard Regressors 
with Haypoint

Basic

0.0029
(155.605)
-0.0014
(59.534)
0.0459

(11.428)
0.0318
(7.205)
0.0143
(4.485)

-0.6252
(2.950)
0.4480
(2.189)
0.5009
(3.011)
0.4311
(2.332)
0.1767
(0.921)
0.4460
(2.954)

-4.4087
(12.689)
0.8292
0.0920

Percent

0.0029
(137.909)
-0.0014
(57.242)
0.0457

(11.384)
0.0315
(7.149)
0.0139
(4.378)

-0.6281
(2.970)
0.4528
(2.216)
0.5107
(3.077)
0.4335
(2.350)
0.1640
(0.856)
0.4500
(2.986)

-4.4400
(12.804)
0.8300
0.0911
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Appendix Table A4.8(3) "Time Trend and Private-Sector Wages"
Pooled OLS Wage Regressions for Random Sample of 1,000

White Women Present Continuously During October 1981-April 1986
(dep. van=LOG_HRLY; t in parentheses)

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC.FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VETJVIET

VETOTHER

Raw Differentials

Basic Percent

-0.3265
(52.139)

0.0946
(1.779)

-2.0983
(16.471)
-2.9791
(20.606)

1.7606
(19.024)

Raw Diffs. w/Haypoint

Basic Percent

0.0052
(1.327)
0.0086
(0.284)
0.0181
(0.247)
0.3803
(4.501)
0.2994
(5.604)
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Appendix Table A4.8(3) (continued)

Raw Differentials

Variable

HAY_MISS

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0285
(1.829)
0.0438

(2.997)
0.0350

(2.391)
0.4882

(2.503)
-0.8950
(2.474)
-0.3501
(0.617)
0.3376

(0.697)
0.2862

(0.692)
-0.0853
(0.191)
-0.3010
(0.584)
0.2971

(0.861)
-5.2040
(2.323)
0.2377
0.1073

Percent

0.0296
(2.126)
0.0446
(3.418)
0.0349
(2.668)
0.5020

(2.881)
-0.9111

(2.819)
-0.3926

(0.775)
0.3817

(0.882)
0.2350
(0.636)

-0.1544
(0.387)

-0.3283
(0.713)
0.2804
(0.909)

-4.4141
(2.205)
0.3918
0.1091

Raw Diffs. w/ 
Haypoint

Basic

0.7652
(179.690)

0.0030
(154.265)
-0.0014
(59.556)

0.0242
(3.045)
0.0433
(5.815)
0.0328
(4.392)
0.4963
(4.987)

-0.9076
(4.917)

-0.4691
(1.621)
0.4420
(1.788)
0.2905
(1.377)

-0.0951
(0.417)

-0.2992
(1.137)
0.1985
(1.128)

-5.2529
(4.596)
0.8016
0.1003

Percent

0.7711
(161.266)

0.0030
(138.230)
-0.0015
(58.185)
0.0240
(3.018)
0.0432
(5.801)
0.0326
(4.363)
0.4977
(5.009)

-0.9108
(4.942)

-0.4680
(1.620)
0.4442
(1.800)
0.3040
(1.443)

-0.0952
(0.418)

-0.3101
(1.180)
0.1994
(1.134)

-5.3195
(4.661)
0.8023
0.0998
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Appendix Table A4.8(3) (continued)

Standard Regressors

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC.FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

Basic

0.0338
(28.918)
-0.4355
(28.604)
-0.0074
(0.944)

-1.0629
(6.491)
0.0163
(2.077)
0.4922

(3.019)
0.0007
(4.859)

-0.0004
(2.678)

-0.0216
(2.447)

-0.0943
(1.916)
0.0624
(3.542)

Percent

-0.3176
(54.084)

0.2081
(4.180)

-1.8758
(15.735)
-2.7864
(20.629)

1.7011
(19.786)

0.0294
(28.234)
-0.3663
(26.979)

0.0206
(2.921)

-0.7644
(5.247)

-0.0078
(1.122)
0.2433

(1.678)
0.0000
(0.341)
0.0001

(1.262)
-0.0334
(4.241)

-0.0462
(1.056)
0.0530
(3.382)

Standard Regressors 
with Haypoint

Basic

0.0055
(9.151)

-0.0541
(6.890)
0.0209
(5.232)

-0.4355
(5.257)

-0.0044
(1.105)
0.1575
(1.910)

-0.0001
(1.536)
0.0000
(0.874)
0.0046
(1.030)

-0.0066
(0.269)

-0.0058
(0.651)
0.7428

(183.832)

Percent

-0.0066
(1.798)
0.0720
(2.543)
0.0674
(0.987)
0.2861
(3.645)
0.3216
(6.476)
0.0057
(9.434)

-0.0561
(7.139)
0.0204
(5.100)

-0.4357
(5.266)

-0.0036
(0.924)
0.1593
(1.935)

-0.0001
(1.396)
0.0000
(0.685)
0.0041
(0.918)

-0.0040
(0.165)

-0.0028
(0.323)
0.7417

(163.421)
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Appendix Table A4.8(3) (continued)

Standard Regressors

Variable

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0286
(1.960)
0.0436
(3.190)
0.0350
(2.550)
0.4394

(2.406)
-0.8258
(2.437)

-0.3469
(0.653)
0.3348
(0.738)
0.2935
(0.758)

-0.0813
(0.194)

-0.2976
(0.616)
0.3013

(0.932)
-5.2773
(2.515)
0.3320
0.1072

Percent

0.0296
(2.279)
0.0443
(3.648)
0.0350
(2.872)
0.4527
(2.788)

-0.8402
(2.790)

-0.3871
(0.820)
0.3779
(0.937)
0.2455
(0.713)

-0.1446
(0.389)

-0.3280
(0.764)
0.2838
(0.988)

-4.4623
(2.393)
0.4724
0.1089

Standard Regressors 
with Haypoint

Basic

0.0029
(155.673)
-0.0014
(59.532)
0.0243
(3.297)
0.0433
(6.262)
0.0329
(4.738)
0.4707
(5.099)

-0.8744
(5.107)

-0.4685
(1.746)
0.4413
(1.924)
0.2920
(1.492)

-0.0960
(0.454)

-0.2986
(1.224)
0.1978
(1.211)

-5.0342
(4.748)
0.8294
0.1005

Percent

0.0029
(137.968)
-0.0014
(57.240)
0.0242
(3.285)
0.0432
(6.257)
0.0327
(4.724)
0.4711
(5.114)

-0.8761
(5.127)

-0.4655
(1.738)
0.4424
(1.933)
0.3049
(1.561)

-0.0942
(0.447)

-0.3079
(1.264)
0.1999
(1.227)

-5.1012
(4.821)
0.8302
0.1001
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Appendix Table A4.9(l) "Time Trend" Pooled OLS Wage Regressions 
for Random Sample of 1,000 White Men Present Continuously

During October 1981-April 1986 
(dep. var.=LOG_HRLY; t in parentheses)

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

Raw Differentials

Basic Percent

-0.4194
(51.340)

0.4161
(6.947)

-3.3538
(30.231)
-2.6597
(17.342)

1.6484
(12.354)

Raw Diffs. w/Haypoint

Basic Percent

-0.2502
(49.405)
0.2090
(5.731)

-0.0805
(1.149)
0.3878
(4.081)
0.1123
(1.357)
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Appendix Table A4.9(l) (continued)

Raw Differentials

Variable

HAY_MISS

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0016
(0.093)
0.0057

(0.544)
0.0106

(0.827)
0.4150

(1.861)
-0.8095
(2.023)
0.4715

(0.997)
0.1735

(0.365)
-0.0920
(0.160)
0.4299

(1.196)
-7.3716
(3.745)
0.1086
0.0179

Percent

-0.0036
(0.232)
0.0025
(0.268)
0.0115

(0.989)
0.4639
(2.297)

-0.8768
(2.419)
0.4159
(0.972)
0.0857

(0.199)
-0.2799

(0.539)
0.4196
(1.289)

-6.4883
(3.640)
0.2693
0.0104

Raw Diffs. w/ 
Haypoint

Basic

0.8165
(150.685)

0.0026
(109.651)
-0.0013
(50.404)
0.0002
(0.028)
0.0050
(0.824)
0.0105
(1.405)
0.3897
(2.981)

-0.7725
(3.293)
0.5065
(1.828)
0.2358
(0.847)

-0.0860
(0.256)
0.4325
(2.053)

-8.0770
(7.000)
0.6938
0.0157

Percent

0.7843
(144.869)

0.0025
(105.733)
-0.0012
(50.012)
-0.0008

(0.088)
0.0043
(0.754)
0.0108
(1.523)
0.4070
(3.311)

-0.7972
(3.615)
0.4728
(1.815)
0.2206
(0.843)

-0.1555
(0.492)
0.4403
(2.223)

-7.7770
(7.169)
0.7295
0.0135
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Appendix Table A4.9(l) (continued)

Standard Regressors

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE SQ

SVC_FRST

SVC_F_SQ

SVCLMREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

Basic

0.0465
(26.009)
-0.4764
(21.563)
-0.0668
(6.996)

-0.9030
(7.737)
0.0754
(7.916)
0.6891
(5.910)
0.0024

(12.038)
-0.0024
(11.761)
-0.0943
(13.691)
-0.0220

(4.244)
-0.0532
(10.244)

Percent

-0.3243
(40.224)

0.4711
(8.336)

-2.9725
(28.274)
-2.6712
(18.462)

1.7643
(13.969)

0.0383
(22.979)
-0.3809
(18.483)
-0.0721

(8.122)
-0.8442

(7.791)
0.0807
(9.127)
0.6548
(6.046)
0.0024

(12.809)
-0.0024
(12.903)
-0.0835
(13.039)
-0.0328
(6.776)

-0.0486
(10.064)

Standard Regressors 
with Haypoint

Basic

0.0154
(14.920)
-0.1031

(8.d64)
-0.0330

(6.041)
-0.8303
(12.397)
0.0550

(10.093)
0.5946
(8.894)
0.0014

(12.506)
-0.0017
(14.614)
-0.0151

(3.823)
-0.0098

(3.294)
-0.0267

(8.981)
0.7861

(159.065)

Percent

-0.1905
(39.476)
0.2533
(7.566)
0.0558
(0.866)
0.2038
(2.338)
0.3243
(4.256)
0.0130

(13.031)
-0.0774

(6.290)
-0.0367

(6.979)
-0.8366
(12.999)
0.0573

(10.929)
0.6393
(9.950)
0.0015

(13.503)
-0.0017
(15.866)
-0.0137

(3.611)
-0.0173

(6.023)
-0.0251

(8.766)
0.7661

(152.388)
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Appendix Table A4.9(l) (continued)

Standard Regressors

Variable

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

0.0010
(0.064)
0.0073
(0.761)
0.0109

(0.926)
0.3861
(1.888)

-0.7692
(2.096)
0.4583
(1.057)
0.1144
(0.263)

-0.0987
(0.188)
0.4205
(1.276)

-7.6616
(4.244)
0.2511
0.0192

Percent

-0.0035
(0.241)
0.0044
(0.498)
0.0117

(1.076)
0.4346
(2.289)

-0.8345
(2.450)
0.4148
(1.031)
0.0416
(0.103)

-0.2542
(0.521)
0.4112
(1.344)

-6.8769
(4.103)
0.3858
0.0126

Standard Regressors 
with Haypoint

Basic

0.0025
(116.266)
-0.0013
(54.826)
0.0001
(0.011)
0.0057
(1.044)
0.0106
(1.584)
0.3653
(3.122)

-0.7366
(3.509)
0.4908
(1.980)
0.2038
(0.818)

-0.0971
(0.323)
0.4279
(2.270)

-7.9280
(7.678)
0.7550
0.0164

Percent

0.0024
(112.047)
-0.0012
(53.948)
-0.0008

(0.094)
0.0051
(0.978)
0.0109
(1.688)
0.3831
(3.408)

-0.7620
(3.778)
0.4640
(1.948)
0.1941
(0.811)

-0.1505
(0.521)
0.4363
(2.409)

-7.7166
(7.778)
0.7740
0.0152
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Appendix Table A4.9(2) "Private-Sector Wages" Pooled OLS Wage
Regressions for Random Sample of 1,000 White Men Present

Continuously During October 1981-April 1986
(dep. var.=LOG_HRLY; tin parentheses)

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

Raw Differentials

Basic Percent

-0.4194
(51.328)

0.4156
(6.937)

-3.3544
(30.233)
-2.6577
(17.327)

1.6483
(12.352)

Raw Diffs. w/Haypoint

Basic Percent

-0.2501
(49.382)
0.2085
(5.714)

-0.0811
(1.158)
0.3897
(4.100)
0.1120
(1.353)
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Appendix Table A4.9(2) (continued)

Raw Differentials

Variable

HAY.MISS

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2
Sum of AFTER78/:

Basic

0.0137
(1.356)
-0.0126
(1.132)
-0.0133
(1.661)
-0.6523
(1.219)
0.4458

(0.862)
0.5431

(1.293)
0.6060

(1.298)
0.1075

(0.222)
0.8160

(2.141)
-5.5383
(6.323)
0.1085

-0.0122

Percent

0.0143
(1.561)

-0.0124
(1.234)

-0.0098
(1.347)

-0.5106
(1.054)
0.3449
(0.737)
0.5880
(1.546)
0.5638
(1.334)
0.0627
(0.143)
0.7921
(2.294)

-5.4537
(6.875)
0.2691

-0.0079

Raw Diffs. w/ 
Haypoint

Basic

0.8165
(150.654)

0.0026
(109.637)
-0.0013
(50.402)
0.0099
(1.669)

-0.0147
(2.256)

-0.0144
(3.052)

-0.6839
(2.180)
0.4498
(1.485)
0.5299
(2.152)
0.6623
(2.420)
0.0675
(0.238)
0.8010
(3.584)

-5.8901
(11.471)

0.6937
-0.0192

Percent

0.7843
(144.838)

0.0025
(105.718)
-0.0012
(50.010)
0.0106
(1.895)

-0.0143
(2.334)

-0.0134
(3.028)

-0.6546
(2.219)
0.4398
(1.544)
0.5303
(2.291)
0.6522
(2.535)
0.0328
(0.123)
0.8179
(3.892)

-5.8461
(12.110)
0.7293

-0.0171
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Appendix Table A4.9(2) (continued)

Standard Regressors

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

Basic

0.0465
(26.011)
-0.4764
(21.564)
-0.0668

(6.986)
-0.9035
(7.741)
0.0753

(7.908)
0.6895

(5.913)
0.0024

(12.031)
-0.0024
(11.754)
-0.0943
(13.695)
-0.0220

(4.249)
-0.0531
(10.232)

Percent

-0.3242
(40.213)

0.4706
(8.326)

-2.9732
(28.278)
-2.6693
(18.447)

1.7642
(13.967)

0.0383
(22.980)
-0.3809
(18.484)
-0.0720

(8.110)
-0.8448

(7.794)
0.0806
(9.116)
0.6551
(6.048)
0.0024

(12.799)
-0.0024
(12.894)
-0.0836
(13.044)
-0.0328

(6.779)
-0.0485
(10.050)

Standard Regressors 
with Haypoint

Basic

0.0154
(14.923)
-0.1032

(8.067)
-0.0330

(6.026)
-0.8308
(12.402)
0.0550

(10.079)
0.5949
(8.898)
0.0014

(12.494)
-0.0017
(14.603)
-0.0152

(3.831)
-0.0098

(3.303)
-0.0267

(8.962)
0.7861

(159.027)

Percent

-0.1905
(39.457)
0.2527
(7.548)
0.0549
(0.853)
0.2056
(2.358)
0.3240
(4.250)
0.0130

(13.033)
-0.0775

(6.293)
-0.0366

(6.960)
-0.8371
(13.004)
0.0572

(10.912)
0.6397
(9.953)
0.0015

(13.488)
-0.0017
(15.852)
-0.0138

(3.621)
-0.0173

(6.030)
-0.0251

(8.745)
0.7661

(152.349)
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Appendix Table A4.9(2) (continued)

Standard Regressors

Variable

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2
Sum of AFTER78/:

Basic

0.0098
(1.059)

-0.0129
(1.262)

-0.0145
(1.975)

-0.7199
(1.467)
0.4867

(1.027)
0.4710
(1.223)
0.5259
(1.229)
0.0252

(0.057)
0.8057
(2.305)

-5.3675
(6.673)
0.2510

-0.0176

Percent

0.0112
(1.306)

-0.0122
(1.291)

-0.0108
(1.574)

-0.5740
(1.260)
0.3841
(0.873)
0.5318
(1.488)
0.4983
(1.254)
0.0172

(0.042)
0.7813
(2.407)

-5.4270
(7.268)
0.3546

-0.0108

Standard Regressors 
with Haypoint

Basic

0.0025
(116.247)
-0.0013
(54.821)

0.0072
(1.354)

-0.0153
(2.616)

-0.0152
(3.597)

-0.7346
(2.617)
0.4843
(1.786)
0.4713
(2.139)
0.6088
(2.486)

-0.0033
(0.013)
0.7965
(3.983)

-5.4239
(11.788)
0.7549

-0.0233

Percent

0.0024
(112.027)
-0.0012
(53.942)

0.0081
(1.595)

-0.0147
(2.621)

-0.0141
(3.479)

-0.7041
(2.611)
0.4732
(1.817)
0.4801
(2.268)
0.6056
(2.574)

-0.0190
(0.078)
0.8132
(4.233)

-5.4828
(12.402)
0.7738

-0.0207
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Appendix Table A4.9(3) "Time Trend and Private-Sector Wages"
Pooled OLS Wage Regressions for Random Sample of 1,000 White Men

Present Continuously During October 1981-April 1986
(dep. var.=LOG_HRLY; t in parentheses)

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE SQ

SVC_FRST

SVC_F_SQ

SVC.MREC

SVC_M_SQ

AGESVC_F

AGESVC.M

HANDICAP

VET_VIET

VETOTHER

Raw Differentials

Basic Percent

-0.4194
(51.339)

0.4162
(6.947)

-3.3535
(30.227)
-2.6598
(17.342)

1.6485
(12.354)

Raw Diffs. w/Haypoint

Basic Percent

-0.2502
(49.405)

0.2091
(5.732)

-0.0802
(1.145)
0.3877
(4.079)
0.1124
(1.358)



172

Appendix Table A4.9(3) (continued)

Raw Differentials

Variable

HAY_MISS

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

-0.0022
(0.121)

0.0019
(0.110)
0.0079

(0.450)
0.4258

(1.826)
-0.8139
(1.882)
-0.3721
(0.549)
0.3525

(0.608)
0.4308

(0.871)
0.1238

(0.232)
-0.2295
(0.372)
0.5545

(1.344)
-6.9489
(2.594)
0.1087
0.0076

Percent

-0.0072
(0.429)

-0.0005
(0.036)
0.0093
(0.588)
0.4767
(2.257)

-0.8873
(2.265)

-0.3412
(0.556)
0.3313
(0.631)
0.3824
(0.854)
0.0295
(0.061)

-0.4116
(0.737)
0.5379
(1.439)

-6.1526
(2.537)
0.2693
0.0016

Raw Diffs. w/ 
Haypoint

Basic

0.8165
(150.680)

0.0026
(109.647)
-0.0013
(50.402)
-0.0035

(0.324)
0.0002
(0.021)
0.0068
(0.665)
0.3922
(2.869)

-0.7581
(2.990)

-0.3747
(0.943)
0.3317
(0.977)
0.4549
(1.569)
0.2162
(0.690)

-0.2085
(0.577)
0.5465
(2.259)

-7.5016
(4.779)
0.6939
0.0035

Percent

0.7843
(144.866)

0.0025
(105.730)
-0.0012
(50.010)
-0.0046

(0.452)
0.0002
(0.027)
0.0077
(0.802)
0.4147
(3.227)

-0.7951
(3.336)

-0.3672
(0.983)
0.3399
(1.065)
0.4290
(1.575)
0.1820
(0.618)

-0.2857
(0.841)
0.5594
(2.460)

-7.3082
(4.952)
0.7295
0.0033
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Appendix Table A4.9(3) (continued)

Standard Regressors

Variable

PCTFEMAL

PCTBLACK

PCTINDIA

PCTHISPA

PCTASIAN

AGE

AGE __ SQ

SVC_FRST

SVC_F_SQ

SVC_MREC

SVC_M_SQ

AGESVC_F

AGESVC_M

HANDICAP

VET_VIET

VETOTHER

HAY_MISS

Basic

0.0465
(26.008)
-0.4764
(21.562)
-0.0668
(6.995)

-0.9032
(7.738)
0.0754
(7.915)
0.6893
(5.911)
0.0024

(12.037)
-0.0024
(11.760)
-0.0943
(13.690)
-0.0220
(4.245)

-0.0532
(10.243)

Percent

-0.3243
(40.223)

0.4711
(8.336)

-2.9723
(28.270)
-2.6713
(18.462)

1.7643
(13.969)

0.0383
(22.978)
-0.3809
(18.482)
-0.0721

(8.121)
-0.8444

(7.792)
0.0807
(9.126)
0.6550
(6.048)
0.0024

(12.808)
-0.0024
(12.902)
-0.0835
(13.037)
-0.0328

(6.776)
-0.0486
(10.064)

Standard Regressors 
with Haypoint

Basic

0.0154
(14.920)
-0.1031

(8.064)
-0.0330

(6.041)
-0.8305
(12.400)
0.0550

(10.093)
0.5947
(8.896)
0.0014

(12.506)
-0.0017
(14.614)
-0.0151

(3.822)
-0.0098

(3.295)
-0.0267

(8.981)
0.7861

(159.062)

Percent

-0.1905
(39.476)
0.2533
(7.567)
0.0560
(0.870)
0.2037
(2.337)
0.3244
(4.256)
0.0130

(13.031)
-0.0774

(6.290)
-0.0367

(6.978)
-0.8367
(13.002)

0.0573
(10.928)
0.6395
(9.953)
0.0015

(13.503)
-0.0017
(15.865)
-0.0137

(3.610)
-0.0173

(6.024)
-0.0251

(8.766)
0.7661

(152.385)
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Appendix Table A4.9(3) (continued)

Standard Regressors

Variable

HAYPOINT

HAYPOISQ

AFTER783

AFTER784

AFTER785

TIMETRND

TIMTRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

Sum of AFTER78/:

Basic

-0.0029
(0.170)
0.0029
(0.186)
0.0076
(0.476)
0.3933
(1.839)

-0.7650
(1.929)

-0.3808
(0.613)
0.3501
(0.659)
0.4118
(0.908)
0.0775
(0.158)

-0.2322
(0.411)
0.5428
(1.435)

-7.1600
(2.915)
0.2511
0.0076

Percent

-0.0072
(0.457)
0.0006

(0.045)
0.0090
(0.604)
0.4436
(2.235)

-0.8359
(2.270)

-0.3552
(0.616)
0.3330
(0.675)
0.3744
(0.889)

-0.0011
(0.003)

-0.3831
(0.730)
0.5284
(1.504)

-6.4504
(2.829)
0.3548
0.0024

Standard Regressors 
with Haypoint

Basic

0.0025
(116.263)
-0.0013
(54.825)
-0.0037

(0.388)
0.0005
(0.060)
0.0066
(0.722)
0.3661
(2.993)

-0.7180
(3.165)

-0.3838
(1.079)
0.3349
(1.102)
0.4357
(1.680)
0.1900
(0.678)

-0.2193
(0.678)
0.5424
(2.506)

-7.3074
(5.202)
0.7551
0.0034

Percent

0.0024
(112.045)
-0.0012
(53.947)
-0.0047

(0.504)
0.0006
(0.073)
0.0075
(0.850)
0.3888
(3.309)

-0.7545
(3.462)

-0.3797
(1.112)
0.3449
(1.182)
0.4156
(1.668)
0.1628
(0.605)

-0.2807
(0.904)
0.5562
(2.675)

-7.1897
(5.327)
0.7740
0.0034
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Appendix Table A4.10 Fixed-Effects Wage Regressions 
for Random Samples of Whites Continuously Present

During October 1981-April 1986 
(dep. var.=LOG_HRLY; fin parentheses)

Time Trend Only

Variable

AFTER783

AFTER784

AFTER785

TIMETRND

TIMETRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

SV_F_SQ

AGESVC_F

Females

0.0344
(2.395)

0.0482
(5.524)
0.0345
(3.336)

0.3940
(2.276)

-0.6899
(2.247)

0.2179
(0.572)
0.0909
(0.240)

-0.3877
(0.912)
0.4748

(1313.348)
-0.4425

(2.959)
-0.1975

(1.705)

Males

0.0023
(0.138)

0.0061
(0.586)
0.0096
(0.779)

0.3911
(1.890)

-0.7064
(1.925)

0.4353
(0.955)

0.2161
(0.478)

-0.1685
(0.331)
0.5335

(1234.292)
-0.1302

(0.742)
-0.4403

(2.607)

Pvt. Wages Only

Females

0.0581
(6.820)
0.0417
(4.558)
0.0262
(3.794)

-0.2063
(0.490)
0.1574
(0.408)

0.6640
(1.974)
0.4354
(1.116)

0.3759
(1.410)
0.4748

(1313.179)
-0.4539

(3.037)
-0.1827

(1.591)

Males

0.0230
(2.253)

-0.0037
(0.336)

-0.0026
(0.319)

-0.2156
(0.428)
0.1130
(0.245)

0.7942
(1.973)
0.5864
(1.258)

0.5204
(1.630)
0.5335

(1234.188)
-0.1404

(0.803)
-0.4290

(2.573)

Time & Pvt. Wages

Females

0.0282
(1.811)
0.0430
(2.962)
0.0328
(2.346)

0.4475
(2.387)

-0.7724
(2.249)

-0.4784
(0.939)
0.4589
(1.085)

0.2251
(0.568)

-0.0467
(0.106)

-0.4478
(1.043)
0.4748

(1313.390)
-0.4425

(2.959)
-0.1975

(1.705)

Males

-0.0022
(0.118)

0.0020
(0.116)

0.0081
(0.487)

0.4290
(1.914)

-0.7635
(1.860)

-0.3571
(0.586)
0.3382

(0.668)
0.4379
(0.925)
0.1200
(0.227)

-0.2120
(0.413)
0.5335

(1234.307)
-0.1302

(0.742)
-0.4403

(2.607)

AFTER78i Coefficients:

Sum
F-M Diff.

0.1171 0.0180
0.0991

0.1260
0.

0.0167
1093

0.1040 0.0079
0.0961
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Appendix Table A4.11(l) Regressions for Employment Levels
in Predominantly (>70%) Female Classes

(dep. van=In of class employment; indep. var.=maximum/mean/
minimum In of wage rate within class; t in parentheses)

Model, 
Variable

Pooled OLS Estimates

Maximum Mean Minimum

Fixed-Effects Estimates

Maximum Mean Minimum

Time Trend Variables Only:

In(wage)

TIMETRND

TIMETRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-2.4999
(31.293)

1.1951
(0.933)
-2.2197
(0.978)

3.4628
(0.615)
-0.7146
(0.128)
-0.2528
(0.042)
-0.0036
(0.001)

-19.2781
(0.848)
0.2030

-3.1108
(44.816)

1.5155
(1.303)
-2.7682
(1.344)

3.7743
(0.738)
-0.5351
(0.105)
-0.8285
(0.151)
0.0373

(0.010)
-22.3306

(1.082)
0.3431

-3.1704
(55.539)

1.3235
(1.238)
-2.4595
(1.299)
4.0843

(0.869)
-0.1628
(0.035)
0.2423

(0.048)
-0.6617
(0.185)

-24.4863
(1.291)
0.4450

0.6963
(7.779)
0.0070

(0.035)
-0.0791
(0.223)
-0.0245
(0.028)
-0.9498
(1.105)
0.7899

(0.852)
0.0345

(0.052)

-0.3987
(3.730)

0.4261
(2.103)
-0.8304
(2.314)

1.1242
(1.282)
-0.8516
(0.985)
0.3837

(0.411)
0.0280

(0.042)

-1.0536
(13.016)

0.6174
(3.150)
-1.1815
(3.402)

1.8474
(2.154)
-0.6535
(0.771)
0.4553

(0.498)
-0.2017
(0.310)

Private-Sector Employment Variables Only:

In(wage)

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-2.4983
(31.277)
-1.6521
(0.253)

1.2017
(0.185)
3.9383

(0.941)
-0.1160
(0.020)
0.2580

(0.043)
2.0886

(0.451)
- 16.9059

(3.981)
0.2028

-3.1089
(44.789)
-2.3679
(0.400)

1.9465
(0.329)
4.8096

(1.265)
0.1532

(0.029)
-0.1733
(0.032)
2.7485

(0.654)
-22.0868

(5.727)
0.3428

-3.1693
(55.515)
-1.9510
(0.359)

1.4649
(0.270)
4.5966

(1.316)
0.4701

(0.096)
0.7683

(0.154)
1.7130

(0.443)
-21.8242

(6.170)
0.4448

0.7086
(7.936)
0.1640

(0.232)
-0.3459
(0.500)
0.0180

(0.015)
-0.9437
(1.065)
0.0974

(0.084)
-0.0118
(0.013)

-0.3713
(3.492)
-0.7026
(0.986)
0.8523

(1.221)
0.4754

(0.408)
-1.2653
(1.419)

1.2732
(1.097)
0.7098

(0.783)

-1.0378
(12.830)
-1.1887
(1.706)

1.4892
(2.190)
0.8311

(0.727)
-1.3063
(1.494)
2.1196

(1.864)
0.8126

(0.917)
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Appendix Table A4.11(l) (continued)

Model, 
Variable

Pooled OLS Estimates

Maximum Mean Minimum

Fixed-Effects Estimates

Maximum Mean Minimum

Both Time Trend and Private-Sector Employment Variables:

In(wage)

TIMETRND

TIMETRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-2.5004
(31.289)

1.3178
(1.001)
-2.3675
(1.028)
-1.6589
(0.248)
0.9143

(0.139)
2.1893

(0.345)
-0.1631
(0.028)
-0.1554
(0.025)
0.2517

(0.050)
-14.1001

(0.549)
0.2031

-3.1113
(44.810)

1.6557
(1.385)
-2.9312
(1.401)
-2.5176
(0.415)

1.6705
(0.280)

2.2147
(0.385)
0.0216

(0.004)
-0.8532
(0.150)
0.5850

(0.127)
-16.1497

(0.692)
0.3431

-3.1708
(55.530)

1.4570
(1.327)
-2.6188
(1.362)
-1.9537
(0.351)

1.1441
(0.209)

2.6731
(0.505)
0.4200

(0.086)
0.3162

(0.061)
-0.3229
(0.076)

-18.7862
(0.876)
0.4451

0.7059
(7.820)
0.0349

(0.173)
-0.1460
(0.401)
0.5958

(0.751)
-0.6638
(0.894)

0.3822
(0.309)
-0.6691
(0.729)
0.1233

(0.104)
0.0699

(0.076)

-0.4131
(3.816)
0.4194

(2.046)
-0.8256
(2.239)
-0.0408
(0.051)
0.3233

(0.431)
0.3215

(0.258)
-1.0836
(1.174)
0.8068

(0.677)
0.4775

(0.516)

-1.0679
(13.121)

0.5880
(2.959)
-1.1304
(3.160)
-0.3695
(0.472)
0.8089

(1.107)
0.4769

(0.391)
-1.1313
(1.251)

1.4177
(1.214)

0.4190
(0.462)
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Appendix Table A4.11(2) Regressions for Employment Levels
in Mixed (70% > % Female > 30%) Classes

(dep. van=In of class employment; indep. var.=maximum/mean/
minimum In of wage rate within class; t in parentheses)

Model, 
Variable

Pooled OLS Estimates

Maximum Mean Minimum

Fixed-Effects Estimates

Maximum Mean Minimum

Time Trend Variables Only:

In(wage)

TIMETRND

TIMETRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-0.1730
(2.367)
0.0020

(0.002)
0.0623

(0.035)
1.8671

(0.420)
-0.9983
(0.226)

1.2392
(0.261)
-2.4416
(0.722)

3.6546
(0.204)
0.0019

-1.0122
(13.328)

0.1613
(0.163)
-0.3176
(0.181)
2.2252

(0.512)
-0.3126
(0.072)

1.4758
(0.317)
-1.8559
(0.561)
-4.5326
(0.258)
0.0456

-1.7845
(24.832)

0.3686
(0.393)
-0.7973
(0.480)
2.2819

(0.554)
-0.5233
(0.128)

1.5456
(0.350)
-1.1051
(0.352)

-12.9114
(0.775)
0.1414

1.6262
(14.508)
-0.3761
(1.575)
0.9445

(2.225)
0.6193

(0.591)
-2.0160
(1.939)
0.2878

(0.257)
-3.1202
(3.920)

-1.3188
(9.542)
0.2207

(0.909)
-0.4584
(1.061)

2.3694
(2.230)
-0.0751
(0.070)

1.5741
(1.385)
-1.6584
(2.042)

-1.8270
(20.279)

0.3782
(1.625)
-0.8198
(1.983)
2.2942

(2.250)
0.5624

(0.553)
1.5541

(1.424)
-1.0713
(1.375)

Private-Sector Employment Variables Only:

In(wage)

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-0.1734
(2.375)
-0.5139
(0.100)
0.6273

(0.122)
2.4213

(0.733)
-0.9819
(0.213)

1.3317
(0.282)
-2.3647
(0.647)
-0.1265
(0.038)
0.0019

-1.0119
(13.330)
-0.9461
(0.188)

1.0253
(0.204)
2.1475

(0.665)
-0.5232
(0.116)

1.1974
(0.259)
-1.1678
(0.327)
-3.5358
(1.083)
0.0456

-1.7829
(24.825)
-1.2417
(0.260)

1.2945
(0.272)

1.5351
(0.501)
0.0599

(0.014)
0.8764

(0.200)
0.2452

(0.072)
-6.4837
(2.095)
0.1414

1.6380
(14.709)

4.5764
(5.312)
-3.8005
(4.544)
0.7484

(0.536)
-0.6091
(0.570)
-2.7125
(1.946)
-1.2660
(1.171)

-1.2646
(9.168)
0.4122

(0.465)
-0.0205
(0.023)
0.9880

(0.696)
-0.4383
(0.403)

1.4548
(1.024)
-0.4530
(0.411)

-1.7944
(19.941)
-0.6388
(0.759)
0.8238

(1.009)
0.9254

(0.678)
-0.1205
(0.115)
2.0555

(1.513)
-0.1857
(0.175)
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Appendix Table A4.11(2)

Model, 
Variable

Pooled OLS Estimates

Maximum Mean Minimum

(continued)

Fixed-Effects Estimates

Maximum Mean Minimum

Both Time Trend and Private-Sector Employment Variables:

In(wage)

TIMETRND

TIMETRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-0.1730
(2.367)
-0.0005
(0.001)
0.0730

(0.040)
-0.7477
(0. 142)
0.7680

(0.148)
1.7625

(0.352)
-1.1023
(0.237)

1.0661
(0.216)
-2.1250
(0.531)

3.8780
(0.191)
0.0019

-1.0123
(13.325)

0. 1495
(0.147)
-0.2934
(0.165)
-0.8663
(0.168)
0.9442

(0.186)
2.1758

(0.445)
-0.4869
(0. 107)

1.2420
(0.258)
-1.4584
(0.372)
-4.5967
(0.232)
0.0456

-1.7846
(24.826)

0.3441
(0.357)
-0.7569
(0.449)
-0.7928
(0.162)
0.9484

(0.197)
2.3479

(0.506)
0.2803

(0.065)
1.2803

(0.280)
-0.6935
(0.187)

-13.4702
(0.716)
0.1415

1.6693
(14.840)
-0.2235
(0.924)
0.5385

(1.234)
3.7698

(3.933)
-3.1855
(3.561)
0.3520

(0.236)
- 1 .0422
(0.943)
-2.5716
(1.795)
-1.2631
(1.141)

-1.3025
(9.326)
0.2510

(1.020)
-0.5625
(1.266)

1.1044
(1.127)
-0.5557
(0.607)

1.2213
(0.805)
-0.0866
(0.077)

1.2590
(0.862)
-0.5062
(0.449)

-1.8242
(20.139)

0.3833
(1.623)
-0.8550
(2.008)
0.4370

(0.466)
-0.0153
(0.017)

1.2618
(0.866)
0.4024

(0.372)
1.7133

(1.227)
-0.2809
(0.259)
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Appendix Table A4.11(3) Regressions for Employment Levels
in Predominantly Male (< 30% Female) Classes

(dep. van=In of class employment; indep. var.=maximum/mean/
minimum In of wage rate within class; t in parentheses)

Model, 
Variable

Pooled OLS Estimates

Maximum Mean Minimum

Fixed-Effects Estimates

Maximum Mean Minimum

Time Trend Variables Only:

In(wage)

TIMETRND

TIMETRSQ

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-1.8014
(54.781)

0.7377
(1.480)
-1.3980
(1.583)

1.4146
(0.646)
0.3033

(0.139)
-0.0678
(0.029)
-0.2357
(0.141)
-9.9322
(1.122)
0.1529

-2.1028
(69.654)

0.9016
(1.892)
-1.7238
(2.041)

1.3833
(0.660)

0.5081
(0.244)
-0.0141
(0.006)
-0.1492
(0.094)

-12.6901
(1.500)
0.2258

-2.3512
(89.986)

0.9983
(2.247)
-1.9312
(2.454)

1.3915
(0.713)
0.7867

(0.406)
-0.1173
(0.056)
0.0941

(0.063)
-15.2391

(1.933)
0.3274

0.5929
(14.633)
-0.1032
(1.266)
0.2853

(1.967)
-0.3928
(1.109)
-0.5263
(1.500)
0.0594

(0.157)
-0.7112
(2.647)

-0.6349
(14.039)

0.3455
(4.207)
-0.6122
(4.183)
0.4558

(1.287)
-0.0703
(0.200)
0.0150

(0.039)
-0.4591
(1.708)

-1.1818
(36.778)

0.5540
(7.043)
-1.0360
(7.409)
0.7266

(2.124)
0.2361

(0.695)
-0.0453
(0.124)
-0.2475
(0.951)

Private-Sector Employment Variables Only:

In(wage)

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-1.7999
(54.753)
-0.0107
(0.004)
0.0081

(0.003)
1.7132

(1.052)
0.3195

(0.141)
0.0093

(0.004)
0.9069

(0.503)
-7.3339
(4.458)
0.1527

-2.1009
(69.612)
-0.1744
(0.072)
0.1898

(0.078)
1.6165

(1.038)
0.4439

(0.204)
-0.0356
(0.016)

1.3626
(0.791)
-8.7281
(5.551)
0.2256

-2.3492
(89.930)
-0.3908
(0.173)
0.3724

(0.165)
1.4300

(0.985)
0.6762

(0.334)
-0.2382
(0.115)

1.8866
(1.174)
-9.6065
(5.558)
0.3272

0.5851
(14.560)

0.9715
(3.331)
-0.8464
(2.988)

0.0861
(0.182)
-0.0671
(0.185)
-0.4480
(0.952)
-0.5254
(1.436)

-0.6158
(13.786)
-0.6615
(2.252)
0.6705

(2.352)
0.7918

(1.674)
-0.1480
(0.409)
0.9704

(2.056)
-0.3091
(0.844)

-1.1665
(36.490)
-1.5646
(5.550)

1.5024
(5.487)
0.9785

(2.140)
-0.1368
(0.391)

1.6925
(3.717)
-0.1676
(0.473)
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Appendix Table A4.11(3)

Model, 
Variable

Pooled OLS Estimates

Maximum Mean Minimum

(continued)
Fixed-Effects Estimates

Maximum Mean Minimum

Both Time Trend and Private-Sector Employment Variables:

In(wage)

TIMETRND

TIMETRSQ

LNWGMSAP

LNWGMINP

CPINDEX1

CPINDEX2

CPINDEX3

CPINDEX4

Intercept

R2

-1.8014
(54.778)

0.7508
(1.466)
-1.4173
(1.581)
0.2084

(0.080)
-0.2897
(0.113)

1.3439
(0.545)
0.4072

(0.178)
0.0266

(0.011)
-0.3667
(0.186)
-9.5458
(0.954)
0.1529

-2.1028
(69.649)

0.9106
(1.859)
-1.7373
(2.027)
0.1506

(0.061)
-0.2070
(0.085)

1.3353
(0.566)
0.5808

(0.265)
0.0526

(0.023)
-0.2425
(0.129)

-12.4247
(1.299)
0.2258

-2.3512
(89.980)

1.0100
(2.213)
-1.9471
(2.437)
0.0353

(0.015)
-0.1072
(0.047)

1.3029
(0.593)
0.8619

(0.422)
-0.0658
(0.030)
0.0390

(0.022)
-14.8288

(1.664)
0.3274

0.6006
(14.730)
-0.0811
(0.983)
0.2296

(1.541)
0.5173

(1.593)
-0.5072
(1.674)
-0.2322
(0.459)
-0.3378
(0.903)
-0.4262
(0.882)
-0.5698
(1.520)

-0.6459
(14.160)

0.3226
(3.883)
-0.5537
(3.692)
-0.5659
(1.737)
0.5546

(1.825)
0.2815

(0.557)
-0.2748
(0.734)
0.5462

(1.128)
-0.6137
(1.637)

-1.1954
(37.006)

0.5031
(6.314)
-0.9075
(6.316)
-1.1791
(3.754)

1.1458
(3.910)
0.3848

(0.788)
-0.1849
(0.511)

1.0473
(2.241)
-0.5865
(1.618)





Comparable Worth in San Jose 
Municipal Government Employment

In this chapter, I discuss the experience of San Jose, California, with 
comparable worth. As part of the two-year contract that settled a July 
1981 municipal employees© strike, the city agreed to adjust pay for 
certain predominantly female city jobs along the lines suggested by a 
Hay Associates job evaluation. Subsequent contracts included addi 
tional adjustments. The workers© union, Local 101 of the American 
Federation of State, County and Municipal Employees (AFSCME), 
maintained that the 1981-83 contract did not provide equal pay for jobs 
of comparable worth in all respects (Bureau of National Affairs 1981, 
esp. p. 35). There do appear to have been significant changes in pay 
along comparable worth lines, however.

5.1 Background

San Jose, the seat of Santa Clara County, is located to the south of San 
Francisco. With a population of over 650,000, it is the fourth largest city 
in California and the fourteenth largest in the United States. San Jose is 
the unofficial capital of the "Silicon Valley," the heartland of the com 
puter industry (San Jose Chamber of Commerce 1983).

San Jose©s municipal employment runs the gamut of occupational

I am very grateful to Russell P. Strausbaugh of the San Jose" Personnel Department for supplying me 
with numerous documents pertaining to San Jose©s experience with comparable worth (including, in 
particular, the class listings that form the basis for the empirical studies described here); and to 
Shulamit Kahn for supplying additional documents and for helpful discussions. I thank Paul 
Decker, Ronald G. Ehrenberg, M. Anne Hill, Cordelia Reimers and participants in seminars at 
Indiana University, Johns Hopkins University and Princeton University for many helpful comments 
on previous versions of this chapter.
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categories: from painter and police officer to aircraft refueler and 
architect; from secretary and stock clerk to senior plant mechanic and 
senior planner. Roughly 1500 city workers are uniformed firefighters or 
police; 500 are blue-collar workers represented by various craft unions 
and the Operating Engineers; approximately 2800 are represented by 
AFSCME Local 101; there are about 400 nonunion managerial 
employees.

Various factors led up to the 1981 strike and subsequent comparable 
worth pay adjustments to the city©s compensation structure. l At the time 
of the strike, seven of the eleven City Council members were women, 
including the mayor, Janet Gray Hayes, who described San Jose as the 
"feminist capital of the world." Local 101 drew many of its leaders from 
workers in predominantly female jobs (e.g., the city©s librarians, cler 
ical workers and recreation specialists), who had long been concerned 
with women©s issues, including comparable worth. In 1977, a group of 
female city employees, City Women for Advancement, presented a 
report to the City Council that advocated (among other things) paying 
women©s jobs on the basis of an "equity standard" rather than their 
"normal value in the market place" (Farnquist et al. 1983, p. 359). The 
following year, Local 101©s contract proposal included a request for a 
study of sex differences in pay in the city©s workforce.

As collective bargaining began in 1978, however, the city government 
"had no desire to explore the... comparable worth concept" (Farnquist 
et al. 1983, p. 359); and in June 1978 California voters approved 
Proposition 13. Proposition 13, and "bail-out" legislation passed to 
implement it, set stringent limits on spending by California munici 
palities. Bargaining in San Jose ground to a halt. In April 1979, however, 
the California State Supreme Court struck down some of the key parts of 
the bail-out legislation. Bargaining in San Jose resumed, but not to the 
satisfaction of comparable worth proponents. Local 101 pointed out that 
the new city manager, James Alloway, had commissioned Hay Associ 
ates to conduct a study of management positions in order to establish an 
equitable management compensation system. Local 101 insisted on a 
similar study of nonmanagement positions. Alloway resisted, telling the 
City Council that "it was his professional opinion that the Hay system of
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job evaluation was not appropriate for setting salaries for [nonmanage- 
ment] employees, and that salaries for [such] employees should be set 
through the traditional collective bargaining process" (Farnquist et al. 
1983, p. 360).

Local 101 was not slow to respond. In the words of Maxine Jenkins, 
the union©s business agent at the time, in April 1979

... we pulled a wildcat sickout of the women in City Hall. And I 
refused to sign a contract until we got the city manager to agree in 
writing that he would conduct an outside scientific study [of non- 
management employees] in which we would have the right to par 
ticipate. And he agreed to that, in writing. (Hutner 1986, p. 72.)

Eventually, the parties agreed that Hay Associates would be retained to 
perform such a study.

Agreement on how the study would be conducted was at least as 
important as agreement on whether it would be conducted; and here, 
too, the union ultimately prevailed on two crucial points. First, the 
union insisted on having a strong voice on the committee charged with 
actually assigning points to the jobs being evaluated. In the words of 
Local 101 president Mike Ferrero:

Personnel and management resisted that with everything they had. 
But we fought it on a political level and the council eventually said, 
"If we©re going to do this, this has got to be fair." And so an 
evaluation committee was put together with one person from per 
sonnel, who would have a vote, and the rest of the voting members 
were employees who were chosen jointly by management and the 
unions involved there were a number of other unions, but 
AFSCME was much the largest. So we had a lot of input on that 
evaluation committee. (Hutner 1983, p. 84.)

The resulting evaluation committee consisted of one management em 
ployee and nine nonmanagement employees "chosen in a manner to 
maximize their representativeness across departments and employee 
groups" (Farnquist et al. 1983, p. 361).

Second, the union also insisted that the study be concerned only with 
internal pay equity, with no dollar valuation of Hay points for jobs by


