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Table 4A3.1 
MSAs Included in Research

Akron, OH 
Albany, NY 
Albuquerque, NM 
Allentown, PA 
Anaheim, CA 
Atlanta, GA * 
Austin, TX 
Bakersfield, CA 
Baltimore, MD * 
Baton Rouge, LA 
Birmingham, AL 
Boston, MA * 
Bridgeport, CT 
Buffalo, NY * 
Charleston, SC 
Charlotte, NC 
Chicago, IL * 
Cincinnati, OH * 
Cleveland, OH * 
Columbia, SC 
Columbus, OH 
Dallas, TX * 
Dayton, OH 
Denver, CO * 
Detroit, MI * 
El Paso, TX 
Flint, MI
Fort Lauderdale, FL 
Fresno, CA 
Gary, IN
Grand Rapids, MI 
Greensboro, NC 
Greenville-Spartanburg, SC 
Harrisburg, PA 
Hartford, CT 
Honolulu, HI 
Houston, TX * 
Indianapolis, IN 
Jacksonville, FL 
Jersey City, NJ 
Kansas City, MO * 
Knoxville, TN 
Las Vegas, NV 
Little Rock, AR 
Louisville, KY

Los Angeles, CA * 
Memphis, TN 
Miami, FL * 
Milwaukee, WI * 
Minneapolis-St. Paul, MN * 
Mobile, AL 
Nashville, TN 
Nassau-Suffolk, NY 
New Haven, CT 
New Orleans, LA 
New York, NY * 
Newark, NJ 
Norfolk, VA 
Oklahoma City, OK 
Omaha, NE 
Orlando, FL 
Oxnard-Ventura, CA 
Philadelphia, PA * 
Phoenix, AZ 
Pittsburgh, PA * 
Portland, OR * 
Providence, RI 
Raleigh-Durham, NC 
Richmond, VA 
Riverside, CA 
Rochester, NY 
Sacramento, CA 
St. Louis, MO * 
Salt Lake City, UT 
San Antonio, TX 
San Diego, CA * 
San Francisco-Oakland, CA* 
San Jose, CA 
Seattle, WA * 
Springfield, MA 
Syracuse, NY 
Tampa, FL 
Toledo, OH 
Tucson, AZ 
Tulsa, OK 
Washington, DC * 
West Palm Beach, FL 
Wilmington, DE 
Youngstown, OH

* Included in 25-MSA Sample, used in analyses involving local prices, and aggregate unemploy 
ment rate study.
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Table 4A3.2 
Descriptive Statistics for Main Variables in Micro Data

Variable
Education
Experience
Black
Spouse Present
Veteran
Family Size
No. of Children < 6
Current Employment 

Growth
Employment Probability 

(No. weeks employed 
-5- weeks in labor force)

LFP Probability 
(No. weeks in labor force
+ 52)

Usual Hours (during weeks 
employed in previous 
year)

Real Wages (= Real 
Earnings -r product of 
weeks worked and usual 
hours)

Real Earnings (during 
previous year)

Mean

13.0
22.3
.097
.72
.41

3.04
.27

.0228

.946

.875

42.67

13.50

24,880

Standard 
Deviation

3.2
12.4
.297
.45
.49
1.56
.60

.0300

.177

.309

8.94

8.32

18,334

Sample Size
44,015
44,015
44,015
44,015
44,015
44,015
44,015

44,015

36,962

32,558

29,019

13,299

14,918



291

Table 4A3.3 
Guide to Computer Acronyms Used in Chapter Appendices

Acronym Descriptive Name
Brief Additional 

Definition If Needed

Demographic Controls Included in All Micro Equations
EDUC

EXPER
EDUC2
EXPER2
EDEX
SPOPRE

FPERS
FREC14
VETSTA
BLACK
BEDUC
BEXPER
BEDUC2
BEXPER2
BEDEX

BSPOPRE
BFSIZ
BCHL6

BVETSTA 
Other Variables
T74 to T86

EMO-EM8

GRO-GR8 
ACCO-ACC7

Education

Experience 
(Education) 2 
(Experience) 2 
Education * Experience 
Spouse Present

Family Size
No. of children < 6 years old
Veteran Status
Black
Black * Education
Black * Experience
Black * (Education) 2
Black * (Experience)2
Black * Education *
Experience
Black * (Spouse Present)
Black * (Family Size)
Black * (No. of children < 6

years old) 
Black * (Veteran Status)

Dummy Variables for time 
periods; = 1 if time is 1974, 0 
otherwise, etc. 
Employment

Employment Growth 
Acceleration of Growth

No. of years of education
completed
= Age - Education - 6

= 1 if Spouse is Present, 0
otherwise
No. of individuals in family

= 1 if veteran, 0 otherwise 
= 1 if black, 0 otherwise

EMk = ln(MSA employment, 
year t-k)
= kth lag of log employment 
GRk = EM,k - EM,k+l 
ACCk = GR,k-GR,k+l

NOTES: In micro data portion of study, all variables are first-differenced from MSA means. 
This gives results equivalent to including a full set of MSA means. All micro equations include 
a full set of demographic controls and time dummies. All aggregate equations include a full set 
of time dummies.
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Appendix 4.4 
Background Information on Empirical Results Used in Chapter 4

Table 4A4.1 presents the least squares estimates from which figures 4.1 
through 4.4 in chapter 4 are derived. These estimates are presented to ensure 
readers know the exact specification of the estimating equations and to inform 
readers interested in the coefficients on the control variables.

The results reported in figures 4.2 and 4.3 come directly from the employ 
ment variable coefficients in the micro employment and labor force participa 
tion rate regressions reported in table 4A4.1. The results in figure 4.1 come 
from summing up the employment variable coefficients in the unemployment 
rate regression in table 4A4.1 to get cumulative effects. The results in figure 
4.4 come from dividing weekly hour coefficients and standard errors in table 
4A4.1 by 42.67, the mean value of weekly hours, to get results expressed in 
percentage terms.

This appendix does not present detailed results for the "growth squared" 
specifications summarized in table 4.3, or the specifications summarized in 
table 4.4 that allow growth's effects to vary across different types of individuals. 
Full sets of these results are available upon request to interested readers. The 
"growth squared" results add a squared growth term for each growth term 
included in the regression. The "interaction" results interact the education, 
experience, and black variables with all employment variables included in the 
regression.
Using this interaction specification, the results reported in table 4.4 are based 
on the derivative with respect to a demographic characteristic of the long- 
run derivative with respect to employment of the dependent variable, and are 
then multiplied by a "standardized change," as described in the notes to table 
4.4. The weekly hours results are adjusted to get the effect of a change in 
the demographic variable on the percentage effect of an employment shock 
on weekly hours. The expected percentage effect of an employment shock on 
weekly hours, for individuals with some particular set of demographic 
characteristics, is the absolute effect (call it A) of the employment shock on 
weekly hours for that group, which is calculated directly from the regression 
coefficients, divided by the expected weekly hours (H) for that demographic 
group, or A/H. The derivative of this percentage effect with respect to 
demographic characteristic z is given by the following formula:

(27) d (A/H)/dz = (1/fl2) [H(dA/dz) - A(dH/dz)] 
= (dA/dz)/H - (A/H) (dH/dz) + H.

In making this calculation, all derivatives are calculated from the estimated 
"interaction" specification at the means of all variables, and the mean value
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of the hours variable is used. The variance of this percentage effect of z is 
calculated conditional on the sample mean values of all variables and all 
derivatives, as

(I///2) • [Variance of (dA/dz)].

Table 4A4.2 presents the two-stage least squares (2SLS) results for the ef 
fects of demand shocks to MS A employment growth on the labor market ac 
tivity variables of chapter 4, using share-effect derived instrumental variables. 
All these 2SLS estimates are for the optimal lag-length, as chosen by the 
modified AIC procedure (see appendix 4.2). These tables also present Hausman 
tests examining the statistical significance of the overall differences between 
the 2SLS and OLS specifications, and Hausman tests of the statistical 
significance of differences in the long-run effects of employment growth be 
tween the two specifications. Hausman tests are reported for both the lag-length 
chosen as optimal in the OLS specification, and the lag-length chosen as op 
timal in the 2SLS specification. These tests all show that 2SLS estimates are 
not significantly different from OLS estimates.

Table 4A4.3 summarizes the results of micro data specifications that include 
interaction terms between the years 1979 and 1984 and the employment 
variables. Again, coefficient estimates and standard errors are only reported 
for the employment-related variables. This interaction specification is meant 
to test whether the effects of a growth shock differ for long-term residents 
versus more recent residents (see appendix 4.2). The 1979 and 1984 samples 
only include individuals who have been in the MS A more than five years, while 
the other years include all individuals who have been in the MSA more than 
one year. No statistically or substantively significant differences are found be 
tween growth effects in 1979 and 1984 and growth effects in other years.



Table 4A4.1 
Full Least Squares Estimates Underlying Figures 4.1 through 4.4

Independent 
Variable

INTERCEPT

EDUC

EXPER

EDUC2

EXPER2

EDEX

SPOPRE

FPERS

FREC14

VETSTA

BLACK

Dependent
A in MSA 
Average Employment 

Unemployment Rate, Micro 
Rate, M to t Data

-0.004
(0.003)

0.0208
(0.0024)
0.00550

(0.00077)
-0.000269
(0.000072)
-0.0000359
(0.0000088)
-.000235

(0.000034)
0.0360

(0.0027)
-0.00226
(0.00078)
0.0002

(0.0018)
0.0002

(0.0022)
-0.375
(0.082)

Variable
Labor Force 
Participation 
Rate, Micro 

Data

0.0334
(0.0040)
0.0286

(0.0013)
-0.00060
(0.00012)
-0.000565
(0.000015)
-0.000626
(0.000057)
0.1001

(0.0046)
-0.0069
(0.0014)
-0.0015
(0.0031)
-0.0009
(0.0038)
-0.75
(0.12)

Weekly 
Hours

0.25
(0.14)
0.461

(0.045)
0.0115

(0.0043)
-0.00726
(0.00051)
-0.0099
(0.0020)
1.80

(0.16)
-0.152
(0.046)
0.22

(0.10)
-0.44
(0.12)
5.0

(5.2)



BEDUC

BEXPER

BEDUC2

BEXPER2

BEDEX

BSPOPRE

BFSIZ

BCHL6

BVETSTA

T74

T75

T76

T77

T78

T79

0.007 
(0.004) 
0.022 

(0.004) 
0.003 

(0.004) 
0.003 

(0.003) 
0.001 

(0.003) 
0.006 

(0.004)

0.0164 
(0.0094)
0.0140 

(0.0027)
0.00007 

(0.00029)
-0.000123 
(0.000029)
-0.00050 
(0.00013) 
0.0644 

(0.0078)
-0.0077 
(0.0021)
-0.0012 
(0.0062)
-0.0046 
(0.0068)

0.086 
(0.013)
0.0077 

(0.0044)
-0.00233 
(0.00041) 
0.000075 

(0.000047)
-0.00093 
(0.00020) 
0.065 

(0.013)
-0.0098 
(0.0035) 
0.029 

(0.011) 
0.007 

(0.012)

-1.00 
(0.60)
-0.21 
(0.17)
0.034 

(0.018)
0.0025 

(0.0018)
0.0086 

(0.0082)
0.13 

(0.47)
0.16 

(0.13)
0.17 

(0.36)
1.07 

(0.40)



Table 4A4.1 (continued)
Dependent Variable

Independent 
Variable

T80

T81

T82

T83

T84

T85

T86

GRO

GR1

GR2

GR3

EMO

A in MSA 
Average 

Unemployment 
Rate, t-\ to /

0.008
(0.004)
0.010

(0.004)
0.013

(0.003)
0.003

(0.003)
-0.007
(0.003)
-0.003
(0.003)
0.006

(0.004)

Employment 
Rate, Micro 

Data

-0.0084
(0.0047)
-0.0127
(0.0055)
-0.0245
(0.0059)
-0.0120
(0.0063)
-0.0146
(0.0068)
-0.0084
(0.0061)
-0.0094
(0.0056)
0.422

(0.066)
0.254

(0.071)
0.109

(0.068)
0.269

(0.061)

Labor Force 
Participation 
Rate, Micro 

Data

-0.0032
(0.0074)
-0.0232
(0.0074)
-0.0215
(0.0074)
-0.0371
(0.0074)
-0.0444
(0.0079)
-0.0437
(0.0075)
-0.0505
(0.0080)

0.137

Weekly 
Hours

-0.39
(0.26)
-0.83
(0.30)
-0.79
(0.32)
-0.26
(0.36)
-0.19
(0.34)
-0.67
(0.26)
-0.40
(0.29)
4.1

(3.8)
10.6
(3.8)

K>
vO 
O\

(0.042)



EM2

EM4

GRO

GR1

GR2

GR3

GR4

GR5

GR6

R-Squared
No. of observations

0.066
(0.028)

-0.320
(0.033)
0.147

(0.043)
0.009

(0.044)
-0.021
(0.045)
0.107

(0.049)
-0.058
(0.047)
0.078

(0.034)
0.735 0.0565

350 36,962

2.8
(1.5)

0.1820 0.0374
32,558 29,019

NOTES: Standard errors are in parentheses. Blank means that variable was not included in that particular equation. Unemployment rate results were 
corrected for first-order auto correlation of ->189 (s.e. = .056). Auto correlation correction makes little difference to results. Other three equations 
were estimated by OLS. AH micro variables were differenced from MSA means. This eliminates the intercept term in these equations. The reported 
standard errors correct for these extra implicit independent variables. However, the reported standard errors do not correct for the "Moulton effect." 
As discussed in appendix 4.2, this correction would make little difference.

to
VO -J



Table 4A4.2 
2SLS Estimates of Employment Growth Effects on Labor Market Activity Variables

Variable

Cumulative Effect After: Long- 
Immediate 123456 Run 

Effect year years years years years years Effect

Hausman F-test of 
Overall Difference 

OLS lag- 2SLS lag- 
length length

Difference in 
Estimated Long-Run

Effect
OLS lag- 2SLS lag- 

length length

Aggregate
Unemployment
Rate

Micro
Employment
Rate
Labor Force
Participation
Rate

Weekly
Hours

-.51
(.11)

.17
(.26)

.232
(.074)
-.01
(2.5)

-.13 -.08 -.19 -.05 -.20 -.08 -.08
(.11) (.10) (.10) (.12) (.10) (.06) (.06)

.58 .097 .097
(.26) (.049) (.049)

.232
(.074)
-.01
(2.5)

1.05
(Prob. = .396)

.28
(Prob. = .924)

2.39
(Prob. = .122)

.71
(Prob. = .546)

1.05
(Prob. = .396)

.61
(Prob. = .608)

2.39
(Prob. = .122)

3.35
(Prob. = .067)

-.02
(.06)

.001
(.060)

.094
(.061)
-.015
(.024)

-.02
(.06)

-.007
(.042)

.094
(.061)

-3.771
(2.058)

NOTES: All estimated effects of shocks are for the 2SLS optimal lag-length for each variable, unless otherwise indicated. Standard errors of estimated 
effects are in parentheses below estimates. The Hausman F-tests show whether the entire set of estimates resulting from 2SLS differs significantly from 
the entire set of OLS estimates. F-test statistics are calculated both for the OLS optimal lag-length, and 2SLS optimal lag-length, which often differ. 
The probabilities in parentheses below the F-test show the probability of an F-test statistic of the size reported resulting from chance if the true value 
of the coefficients in the 2SLS and OLS specifications were actually the same. The last two columns report the difference between the 2SLS and OLS 
estimated long-run effects of an employment shock (i.e., 2SLS LR effect - OLS LR effect). Standard errors of these differences are in parentheses.



Table 4A4.3
OLS Estimates of Effects of MSA Employment Shocks on Labor Market Activity, 

with Inclusion of Interaction Term Between Employment Variables and 1979/1984 Dummy

Cumulative Effect of Employment Shocks Differential Employment Shock Effect
(Except for 1979 and 1984)

Dependent
Variable

Employment
Rate

Labor Force
Participation
Rate
Weekly
Hours

Immediate
Effect
.445

(.069)

.138
(.042)

4.9
(4.0)

1
year
.226

(.082)

7.4
(4.4)

2 3
years years
.144 .278

(.072) (.066)

3.3
(1.5)

4 Long-Run
years Effect
.059 .059

(.028) (.028)

.138
(.042)

3.3
(1-5)

Immediate
Effect
-.24
(.20)

-.0107
(.0066)

-2.00
(11.00)

for
1

year
.27

(.19)

12.0
(9.2)

1979 and 1984
2

years
.43

(.24)

-.09
(.22)

3 4 Long-Run
years years Effect

.01 -.0038 -.0038
(.18) (.0037) (.0037)

-.0107
(.0066)

-.09
(.22)

F-Test on
Interaction Terms

2.099
(df=5; 36837;
Prob. = .062)

2.647
(df=l; 32441;
Prob. = .104)

1.14
(df=3; 28898;
Prob. = .331)

NOTES: First set of columns shows coefficients on regular MSA employment variables, while second set of columns shows coefficients on interaction 
terms between MSA employment variables and dummy variable that is one for 1979 and 1984, zero otherwise. Standard errors are in parentheses. 
Note that F-test statistics never show significance at the conventional 5 percent level of significance. Furthermore, the estimated difference in the long- 
run effect of growth, between the 1979/1984 cohort and other cohorts, is always substantively small (compared to the estimated average size of the 
long-run effect) and statistically insignificant at the 5 percent level.
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Appendix 5.1 
Background Information on Chapter 5 Results

Table 5 A 1.1 presents the full OLS estimates of the effects of shocks to 
employment growth on various types of housing prices and overall prices. All 
results are only for the lag-length chosen as optimal for that particular specifica 
tion, based on the Akaike Information Criterion (AIC). 1

These OLS results were summarized in figures 5.1 through 5.4 in the text 
of chapter 5, along with the results for overall prices. The OLS results reported 
in this appendix also include information on the estimated time period effect 
dummies, the number of observations in each regression, and the proportion 
of variance explained by the regression. The reader will note that the number 
of observations is different for various dependent variables, because some price 
indices have been radically changed over time and data on computer tape are 
only available for more recent years.

Full OLS results are not reported for the nonhousing price regressions, but 
are available on request. 2 Table 5A 1.2 reports 2SLS estimates of the effects 
of employment growth on different price variables with "share effect" 
predicted growth terms used as instrumental variables. (Appendices 4.2 and 
4.3 have more information on the share effect instrument and its rationale. 
The share instrument used here is identical to that used in 2SLS estimates of 
the effects of growth on unemployment.) To save space, the 2SLS table does 
not report estimated coefficients and standard errors for the time dummies, 
although they are, of course, part of the estimation.

The 2SLS tables also report Hausman tests that compare the 2SLS estimates 
to OLS estimates. The F-test examines whether the 2SLS and OLS estimates 
overall are significantly different. In addition, I report estimates of differences 
in the estimated long-run effect of growth between the 2SLS and OLS specifica 
tions, as well as the standard error of this estimated difference. Much of the 
discussion of this book has focused on estimating the long-run effects of growth; 
hence, differences between 2SLS and OLS in the long-run effects of growth 
are viewed here as of greater importance than differences in estimated short- 
run effects or estimated time period effects. Hausman test comparisons of 2SLS 
and OLS estimates are performed both for the lag-length chosen (using the 
AIC) as optimal for OLS, and the lag-length chosen as optimal for 2SLS.

Of these 13 different inflation indices, Hausman F-tests indicate a difference 
between 2SLS and OLS, using both possible lag-lengths, for only four of the 
variables: shelter inflation, homeownership inflation (the old index), transpor 
tation inflation, and medical care inflation. In addition, F-test statistics indicate 
a significant difference between 2SLS and OLS estimates, for the 2SLS
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optimal lag-length but not the OLS optimal lag-length, for the new homeowner- 
ship cost inflation variable and the other goods and services inflation variable. 
However, the estimated difference between 2SLS and OLS estimates of the 
long-run effect of growth is only statistically significant for the transportation 
inflation and new homeownership cost inflation variables. In both cases, 2SLS 
estimates indicate somewhat greater long-run effects of a one-time growth shock 
on the price level. On the whole, however, the 2SLS estimates do not appear 
to require any significant change in the conclusions reached on the basis of 
the OLS estimates.

NOTES

1. The chosen lag-length for 2SLS is based on a slight modification to the AIC. See appendix 
4.2 for details.
2. The number of observations for the other OLS regressions is as follows: food and beverages, 
household furnishings, entertainment, and other goods prices have 247 observations; transporta 
tion, apparel, and medical care prices have 343 observations; and household fuel and utility prices 
have 339 observations.



Table 5A1.1 
Full OLS Estimates of Effects of Employment Growth on Housing Prices and Overall Prices

Independent 
Variable

INTERCEP

ACCO

ACC1

ACC2

ACC3

ACC4

ACC5

ACC6

GR1

GR2

Shelter 
Prices

0.038
(0.008)
0.054

(0.112)
0.361

(0.116)
0.528

(0.123)
0.554

(0.119)
0.562

(0.130)

Dwelling 
Rent 
Price 
Index

0.035
(0.005)
0.181

(0.063)
0.494

(0.066)
0.738

(0.070)
0.727

(0.068)
0.577

(0.074)
0.430

(0.075)

Dependent Variable

Old 
Homeownership 

Price Index

0.030
(0.009)
-0.095
(0.181)

0.451
(0.116)

Owners' 
Equivalent 

Rental 
Price Index

0.043
(0.011)
0.205

(0.176)
0.632

(0.159)
0.684

(0.154)
0.757

(0.156)
0.551

(0.178)
0.503

(0.209)
0.822

(0.227)

Overall 
CPI

0.056
(0.003)
0.022

(0.041)
0.118

(0.042)

0.200
(0.031)



GR5 

GR6 

GR7

T74 

T75 

T76 

T77 

T78 

T79 

T80 

T81 

T82 

T83 

T84

0.340 
(0.092)

0.252 
(0.053)

0.043
(0.011)
0.046

(0.013)
0.016

(0.012)
0.033

(0.009)
0.056

(0.011)
0.079

(0.012)
0.106

(0.013)
0.068

(0.012)
0.029

(0.011)
0.022

(0.011)
0.016

(0.010)

-0.003
(0.006)
0.009

(0.008)
0.020

(0.007)
0.029

(0.006)
0.018

(0.006)
0.014

(0.007)
0.029
(0.007)
0.041

(0.007)
0.055

(0.006)
0.046

(0.006)
0.024

(0.006)

0.250 
(0.146)

0.048 
(0.014) 
0.065 

(0.015) 
0.037 

(0.013) 
0.031 

(0.011) 
0.065 

(0.011) 
0.099 

(0.012) 
0.139 

(0.014) 
0.084 

(0.012) 
0.023 

(0.014)

0.040 
(0.004) 
0.026 

(0.004)
-0.000 
(0.004) 
0.008 

(0.003) 
0.014 

(0.003) 
0.046 

(0.004) 
0.065 

(0.004) 
0.038 

(0.004) 
0.002 

(0.004)
-0.016 
(0.004)
-0.016 
(0.003)



Table 5A1.1 (continued) o

Independent
Variable

T85

T86

No. of observations

R-Squared

Shelter
Prices

0.003
(0.010)
-0.007
(0.012)

339

.6521

Dwelling
Rent
Price
Index

0.009
(0.006)
-0.010
(0.007)

343

.5758

Dependent Variable

Old
Homeownership

Price Index

229

.6187

Owners'
Equivalent

Rental
Price Index

0.008
(0.014)
0.002

(0.016)
74

.4062

Overall
CPI

-0.026
(0.003)
-0.046
(0.004)

343

.8978

NOTES: Standard errors are in parentheses. Blank means variable is not included in that particular regression. As explained in appendix 4.2, coefficients 
on ACCA: variable is cumulative effect after k lags; coefficient on the one included GR/ variable is the long-run effect. Reported estimates for each 
dependent variable are for lag-length that minimized the Akaike Information Criterion (AIC).



Table 5A1.2 
2SLS Estimates of Effects of Employment Growth on Various Categories of Prices

Variable
Shelter

Dwelling
Rent

Old
Homeownership

Owner's
Equivalent
Rent
Overall
Price
Index
Food and
Beverage

Transportation

Cumulative Effect After: 
Immediate 1 2 3 456 Long-Run 

Effect year years years years years years Effect
-0.719
(0.344)

0.237
(0.195)

-1.365
(0.531)

0.700
(0.191)

-0.111
(0.120)

0.113
(0.112)

0.249
(0.077)

-0.298 0.235
(0.343) (0.161)

0.564
(0.092)

-0.380 0.441
(0.529) (0.249)

-0.065 0.150
(0.120) (0.056)

-0.055 0.158
(0.107) (0.053)

0.235
(0.161)

0.564
(0.092)

0.441
(0.249)

0.700
(0.191)

0.150
(0.056)

0.158
(0.053)

0.249
(0.077)

Hausman F-test of 
Overall Difference 
OLS lag- 2SLS lag- 

length length
2.792

(Prob. =
.012)

1.477
(Prob. =

.175)
7.249

(Prob. =
.001)
.516

(Prob. =
.839)
1.254

(Prob. =
.290)
.564

(Prob. =
.639)
7.718

(Prob. =
.006)

3.359
(Prob. =

.010)
1.630

(Prob. =
.197)
4.649

(Prob. =
.004)
3.981

(Prob.=
.050)
1.254

(Prob. =
.290)
.564

(Prob. =
.639)
7.718

(Prob.=
.006)

Difference in 
Estimated LR Effect 
OLS lag- 2SAS lag- 

length length
-0.242
(0.172)

.125
(.094)

-.113
(-196)

.178
(.336)

-.050
(.047)

.011
(.042)

.177
(.066)

-0.189
(0.137)

.134
(.077)

-.067
(.216)

.268
(.145)

-.050
(.047)

.011
(.042)

All
(.066)



Table 5A1.2 (continued)

Variable

Household Fuel
and Utilities

Household
Furnishings and
Operations

Apparel

Medical
Care

Entertainment

Other Goods
and Services

Cumulative Effect After: 
Immediate 12345 

Effect year years years years years

-0.245
(0.188)

0.112
(0.063)

0.173
(0.087)

0.387 0.100
(0.175) (0.082)

0.053
(0.109)

-0.071 -0.069 -0.132 -0.143 0.268
(0.165) (0.158) (0.163) 0.174) (0.083)

6 Long-Run 
years Effect

-0.245
(0.188)

0.112
(0.063)

0.173
(0.087)

0.100
(0.082)

0.053
(0.109)

0.268
(0.083)

Hausman F-test of Difference in 
Overall Difference Estimated LR Effect 
OLS lag- 2SLS lag- OLS lag- 2SLS lag- 

length length length length

2.920
(Prob. =

.088)
.380

(Prob. =
.538)
.253

(Prob. =
.615)

3.170
(Prob. =

.014)

.263
(Prob. =

.953)

1.522
(Prob. =

.210)

2.920
(Prob.=

.088)
.380

(Prob. =
.538)
.253

(Prob. =
.615)
5.411

(Prob. =
.005)

.090
(Prob.=

.765)

3.337
(Prob.=

.006)

-.270
(.160)

.032
(.052)

.037
(.074)

-.015
(.072)

.073
(.069)

.040
(.055)

-.270
(.160)

.032
(.052)

.037
(.074)

.014
(.073)

.027
(.090)

.121
(.070)

NOTES: All estimates, unless otherwise indicated, are for 2SLS optimal lag-length. Hausman F-test provides test of overall differences between the 
OLS and 2SLS sets of estimates, both for the lag-length judged optimal by OLS, and the lag-length judged optimal by 2SLS. The probability below 
these F-test statistics is the probability of an F-test statistic of this size if there were no significant differences between the true OLS and 2SLS parameters. 
The last two columns report the difference between the long-run 2SLS effect and the long-run OLS effect (i.e., LR 2SLS - LR OLS). The standard 
error of these differences are reported in parentheses.
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Appendix 6.1 
Background Information on Chapter 6 Results

This appendix presents some of the estimates from chapter 6 in more detail.
The full least squares results using Area Wage Survey data on occupational 

real wages are presented in table 6A 1.1. These are the same aggregate data 
results reported in table 6.2 in chapter 6. Table 6A 1.1 shows results for the 
optimal AIC specification for each variable. The estimated equations are cor 
rected for first-order autocorrelation. The cumulative effect of a growth shock 
after three years in the skilled worker real wage specification is the sum of 
the coefficients on all the growth variables. The standard errors reported in 
the text are calculated based on the variance-covariance matrix of all the 
parameters, which is not reproduced here.

Each of the Area Wage Survey wage inflation indices are weighted averages 
for specific occupations. Each occupation's wage inflation from t-l to t is 
calculated by a survey of average employers who were located in the MSA 
both years.

These aggregate equations were also estimated using share effect instruments 
for the lag-length chosen as optimal by OLS. (See chapter 4, appendices 4.2 
and 4.3.) A Hausman test was run to compare these estimates using share ef 
fect instruments with ordinary least squares estimates. The Hausman test 
statistics are reported in table 6A 1.2. As can be seen in the table, all of these 
test statistics indicate no significant differences between the OLS and share 
effect estimates.

I also added employment growth squared terms as explanatory variables in 
these equations to see whether a growth shock's effect on real wages varied 
with the initial level of growth. The Akaike Information Criterion (AIC) sug 
gested that adding terms in growth squared improved the specification for skilled 
real wages and office and clerical worker real wages, but did not improve 
the specification for unskilled real wages. More conventional F-tests also show 
ed that the growth squared terms were collectively significant at the 5 percent 
level for the skilled real wages equation and the office and clerical real wages 
equation, but were not significant in the unskilled real wages equation.

Based on these growth squared regressions, table 6A1.3 shows, for skilled 
real wages and office and clerical real wages, how the effects of a 1 percent 
shock to growth vary at different initial levels of growth at different times 
after the shock. Although the growth squared terms are collectively signifi 
cant in both these equations, the only individually significant growth squared 
effect is for the long-run effect of growth on skilled worker real wages. The 
results show that variations in growth have greater effects on skilled real wages 
at lower initial levels of growth.
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The full basic ordinary least squares results using micro data from the CPS 
on real wages are presented in table 6A1.4. This table only reports results 
for the lag-length chosen as optimal for each dependent variable regression 
by the AIC. The dependent variable in these equations is expressed as real 
dollars per hour, with the MSA's 1986 price index being assumed to be 1.00 
in all cases. All these equations implicitly assume a full set of dummy variables 
for each MS A; this is done by differencing all variables from their MS A mean 
before estimation. In addition to controlling for MS A fixed effects, these MS A 
dummy variables control for any differences across MS As in the 1986 price 
level. Also, the inclusion of an MSA fixed effect means that what is important 
is not the absolute level of employment in the MSA, but its level of employ 
ment compared to some typical level for the MSA; that is, what is important 
is employment growth since some base year.

The percentage effects reported in the chapter 6 text and in table 6.3 are 
derived by dividing the absolute dollar effects of employment shocks reported 
in these appendix tables by the sample mean for real wages per hour, which 
is $13.50. The standard errors of the percentage effects incorporate the 
stochastic nature of the estimated absolute dollar effects, but condition on the 
sample mean as a fixed parameter. That is, the percentage effect = absolute 
dollar effect/sample mean. The calculated standard error to this percentage 
effect is (standard error to absolute dollar effect)/(sample mean). Thus, these 
standard errors are best interpreted as the uncertainty in the percentage effect 
of employment shocks, calculated at this particular fixed value of $13.50; the 
standard errors do not tell us the uncertainty in our percentage effects if we 
interpret our calculations as giving consistent estimates of the percentage ef 
fects of employment shocks calculated at the population mean.

As was discussed in appendix 4.1, the usual estimates of OLS standard er 
rors of coefficients on aggregate variables in micro data equations may be biased 
if the disturbance term has a variance components structure. Table 4A2.2 show 
ed the true standard errors on the employment terms should be about 9.8 per 
cent higher than the usual standard errors for the real wage regression, 10.0 
percent higher for the occupational rank regression, and 8.2 percent higher 
for the wage differential regressions. These adjustments were not made in the 
tables or figures for this chapter, but making this adjustment would have no 
effect on any inferences.

The OLS real wage estimates were also tested by including an interaction 
term between the employment variables and a dummy variable for an obser 
vation from 1979 or 1984. As discussed in the chapter 4 appendices, the 1979 
and 1984 samples only included individuals who had been in the MSA at least 
five years, while other years' samples included all individuals with at least one
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year of residence in the MSA. If this study's estimated effects of growth are 
biased by the special characteristics of in-migrants, then this interaction term 
should be statistically significant and large. But, as shown in table 6A 1.5, the 
interaction term has only a small and statistically insignificant effect on the 
real wage.

These micro real wage equations were also estimated using share effects, 
and all explanatory variables except for the employment terms, as instrumen 
tal variables. (See appendices 4.2 and 4.3.) Hausman test statistics were 
calculated to compare these instrumental variable estimates with ordinary least 
squares estimates. Comparisons were performed both for the lag-length chosen 
as optimal by OLS, and the lag-length chosen as optimal by the 2SLS estimates 
using the share effect instruments. These Hausman test statistics are reported 
in table 6A1.6. As can be seen in the table, the Hausman test statistics clearly 
indicate significant differences between the two sets of estimates. As the share 
effect instrument estimates in theory are always consistent, the instrumental 
variable estimates become the preferred estimates, given that there are signifi 
cant differences.

I also compared the 2SLS and OLS estimates of individual coefficients on 
the employment terms. This comparison is reported in table 6A1.7. As can 
be seen in the table, the only statistically significant differences in estimates 
of individual coefficients are that employment shocks have significantly greater 
short-run effects on the real wage and wage differential variables using the 
2SLS estimates, and have significantly greater short-run and long-run effects 
on the occupational rank variable using the 2SLS estimates. The long-run ef 
fects of employment shocks on the real wage or wage differential variables 
do not differ significantly between the 2SLS and OLS estimates.

I do not report in this appendix the 2SLS estimates that lie behind table 6.4, 
which show the effects of employment shocks on real wages when interaction 
terms are included between the employment terms and education, experience 
(age-education-6) and race. In addition to using share effect projected MSA 
employment as instruments, these 2SLS regressions used as instruments in 
teraction terms between the share effect instruments and education, experience, 
and race. A full set of these results are available to interested readers upon 
request.

To get the change in the percentage effects reported in table 6.4 in the text, 
I calculated the derivative of the percentage effect with respect to the individual 
characteristic. The percentage effect is A/W, where A is the absolute dollar 
effect, and Wis the real wage. The derivative of this with respect to individual 
characteristic X, where X is education, experience, or race, is d(A/W)ldX = 
(\IWi)(W(dA/dX) - A(dW/dX)) = (dA/dX)IW - (A/W)(dW/dX)IW. This
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derivative was calculated at the mean values of A, W, and all other individual 
characteristics, and then multiplied by the standardized change in X to get the 
figures in table 6.4. This multiplication will only give an approximation to 
the actual discrete change, but some checks on this calculation indicate that 
it is a fairly good approximation. The standard errors in table 6.3 were 
calculated as (standard error ofdA/dX) times (\IW) times standardized change. 
In other words, these standard error calculations take into account the stochastic 
nature of estimates of dA/dX, but are conditional on the sample mean values 
ofA/W, dW/dX, and W. This simplified approach was adopted because of the 
complexity of taking into account the true variance and covariance of all these 
estimates.
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Table 6A1.1
Full Least Squares Estimate for Effects of Employment Growth 

on Various Real Wage Indices

Variable

INTERCEPT

GRO

GR1

GR2

GR3

T74

T75

T76

T77

T78

T79

T80

T81

T82

T83

R-Squared

Skilled Workers

.001
(.005)
-.127
(.071)
.159

(.090)
-.200
(-091)
.153

(.074)
-.019
(.006)
.014

(.008)
.026

(.007)
.012

(.005)
.012

(.006)
-.025
(.006)
-.028
(.007)
-.003
(.007)
.006

(.007)
.008

(.007)
.55

No. of observations 241

Real Wage

Unskilled Workers

.008
(.004)
-.110
(.051)

-.022
(.005)
.006

(.006)
.021

(.005)
.013

(.005)
.004

(.005)
-.027
(.005)
-.035
(.005)
-.006
(.005)
.007

(.006)
.002

(.006)
.54
234

Office & Clerical 
Workers

-.006
(.004)
-.029
(.045)

-.025
(.005)
.006

(.005)
.024

(.005)
.010

(.005)
.005

(.005)
-.025
(.005)
-.033
(.005)
.004

(.005)
.026

(.005)
.028

(.005)
.65
253
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Table 6A1.2
Hausman Test Statistics for Endogeneity 

of Employment Growth Variables 
in Aggregate Real Wage Equations

Dependent Variable
Value of Hausman 

Test Statistic

2SLS Estimated 
Long-Run Effect 
-GLS Estimated 
Long-Run Effect

Real wage change, 
skilled workers

Real wage change,

1.46 (df = 4,222) 
(Prob. = .215)

.12 
(.09)

office and clerical
workers

Real wage change,
unskilled workers

.53 (df = 1,241)
(Prob. = .467)

.15 (df = 1,221)
(Prob. = .699)

.09
(.07)

-.03
(.07)

NOTES: Hausman F-test statistic examines overall differences between 2SLS and GLS specification. 
Probabilities stated are probabilities of F-test statistic of this size if there were no true overall 
differences. Last column reports 2SLS estimated long-run effect of a growth shock minus GLS 
estimate of long-run effect. Standard error of this difference is in parentheses.
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Table 6A1.3
Estimated Elasticity of Aggregate Real Wages with Respect
to Employment Growth, Allowing for Differential Effects

at Different Initial Levels of Growth

____Real Wages, Skilled Workers____

Initial Annual
Employment Initial Long-Run Effect = 
Growth Rate Effect 1 Year

-.01 -.04(.08) .18(.09)
.025 -,04(.08) -.02(.06)
.06 -.04(.12) -.22(.10)

r-Test .01 2.58

Real Wages, Office/Clerical Workers

Initial Annual
Employment Initial Long-Run Effect = 
Growth Rate Effect 1 Year

-.01 -.00(.07) .01(.08)
.025 .09(.07) -.04(.05)
.06 .18(.ll) -.09(.09)

r-Test 1.47 .74

NOTES: Estimates are based on GLS specifications, allowing for serial correlation, that include 
squared terms in all employment growth variables. Average annual employment growth rate for 
this sample of MSAs from 1972 to 1986 is .025; .031 is standard deviate of MSA employment 
growth rates in this sample, so -.01 and .06 are slightly more than one standard deviation away 
from the mean. Mest row reports r-statistic on growth squared term for that particular lagged 
effect of growth.
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Table 6A1.4
Full OLS Estimate of the Effects of Employment Growth 
on Various Measures of Real Wages, Using Micro Data

Variable

EDUC

EXPER

EDUC2

EXPER2

EDEX

SPOPRE

FPERS

FREC14

VETSTA

BLACK

BEDUC

BEXPER

BEDUC2

BEXPER2

BEDEX

BSPOPRE

BFSIZ

Real 
Wage
0.264

(0.175)
0.520

(0.057)
0.029

(0.005)
-0.008
(0.001)
-0.001
(0.002)
2.457

(0.198)
-0.026
(0.058)
-0.111
(0.129)
0.189

(0.161)
4.518

(6.161)
-0.707
(0.712)
-0.093
(0.200)
0.026

(0.022)
0.002

(0.002)
-0.003
(0.010)
-1.070
(0.569)
0.042

(0.161)

Occupational 
Rank

-0.079
(0.062)
0.090

(0.020)
0.027

(0.002)
-0.00089
(0.00023)
-0.002
(0.001)
0.739

(0.071)
-0.042
(0.021)
-0.016
(0.046)
0.004

(0.057)
2.135

(2.198)
-0.492
(0.254)
-0.020
(0.072)
0.019

(0.008)
0.000047

(0.00077)
0.002

(0.003)
-0.528
(0.203)
0.049

(0.057)

Wage 
Differential

0.343
(0.170)
0.430

(0.056)
0.002

(0.005)
-0.007
(0.001)
0.001

(0.002)
1.718

(0.193)
0.016

(0.057)
-0.095
(0.126)
0.184

(0.157)
2.382

(6.017)
-0.215
(0.695)
-0.073
(0.196)
0.007

(0.022)
0.002

(0.002)
-0.005
(0.009)
-0.541
(0.556)
-0.007
(0.157)
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Table 6A1.4 (continued)

Variable
BCHL6

BVETSTA

T80

T81

T82

T83

T84

T85

T86

EMO

R-Squared
No. of
observations

Real 
Wage

-0.030
(0.465)
0.082

(0.487)
-0.767
(0.263)
-0.931
(0.265)
-1.130
(0.264)
-1.041
(0.268)
-1.362
(0.293)
-1.544
(0.285)
-1.257
(0.300)
3.515

(1.575)
0.1699

13,299

Occupational 
Rank
0.006

(0. 166)
-0.050
(0.173)
-0.012
(0.094)
-0.167
(0.095)
-0.522
(0.094)
-0.574
(0.095)
-0.567
(0.101)
-0.693
(0.101)
-0.665
(0.106)

1.372
(0.562)
0.2946

13,299

Wage 
Differential

-0.036
(0.454)
0.133

(0.476)
-0.755
(0.257)
-0.764
(0.259)
-0.608
(0.258)
-0.467
(0.261)
-0.795
(0.276)
-0.852
(0.279)
-0.592
(0.292)
2.143

(1.538)
0.0739

13,299

NOTES: Standard errors are in parentheses. Full set of MSA dummies is implicitly included by 
first-differing all variables from MSA means.
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Table 6A1.5
Selected Results for Real Wages When Interaction Term is Included 

Between Employment Variable and 1979/1984 Dummy

Variable Parameter Estimate Standard Error

EMO 3.516 1.572 
SEMO -.169 .279

NOTES: Regression also includes a full set of demographic variables and time dummies. SEMO 
is interaction term between EMO and dummy variable equal to one for 1979 and 1987.

Table 6A1.6 
Hausman Test Statistics for Overall Differences

Between Effects of Demand-Induced Growth 
and Overall Growth, Micro Real Wage Variables

Variable Hausman Test Statistic

Real Wages F-test (1,13182) = 6.86; Prob. = .009 (OLS optimal 
lag-length)
F-test (4,13176) = 4.99; Prob. = .001 (2SLS optimal 
lag-length)

Occupation Rank F-test (1,13182) = 5.52; Prob. = .019

Wage Differential
from Occupation F-test (1,13182) = 3.31; Prob. = .069 (OLS optimal
Mean lag-length,

F-test (4,13176) = 3.24; Prob. = .011 (2SLS optimal
lag-length)
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Table 6A1.7
Comparison of 2SLS and OLS Estimates of Individual Coefficients 

on Employment Terms, Micro Real Wage Variables

Cumulative Effect After: 
0 years 1 year 2 years 3 years

Real
Wages

2SLS

OLS

Difference

-.2360
(.1676)

.0377 
(.0444)

-.2737
(.1616)

Long-run 2SLS effect is 
8-lag specification effect

Occupation 
Rank

2SLS

OLS

.0321
(.0096)

.0137 
(.0056)

.0367
(.2364)

.0481 
(.0497)

-.0114
(.2311)

significant 
is -.0242

.5963
(.2060)

.0423 
(.0427)

.5540
(.2015)

up to 2-lag 
(.0800)

-.0047
(.0423)

.0305 
(.0175)

-.0352
(.0385)

specification;

Difference .0184 
(.0078)

Long-run 2SLS effect is significant up to 2-lag specification; 
8-lag specification LR effect is .0450 (.0283)

Wage
Differential 
from 
Occupation

2SLS

OLS

Difference

-.1651 
(.1633)

.0392 
(.0433)

-.2043 
(.1575)

.0296 
(.2302)

.0226 
(.0486)

.0070 
(.2250)

.4793 
(.2006)

.0324 
(.0417)

.4469 
(.0384)

-.0149 
(.0412)

.0166 
(.0171)

-.0017 
(.0375)

Long-run 2SLS effect is significant up to 1-lag specification; 
________8-lag specification LR effect is -.0692 (.0781)_______
NOTES: OLS and 2SLS dynamics are compared for lag-length chosen by 2SLS estimation tech 
nique. Standard errors are in parentheses. Standard error of difference is calculated as V(diff) 
= V(2SLS) - V(OLS) (Hausman 1978).
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Appendix 7.1 
Detailed Results for Real Earnings Regressions

The data and methodology used are generally similar to those used to estimate 
the effects of growth on individual labor market activity and real wage variables. 
The data are pooled CPS data on adult males, ages 25-64, for the years 1979 
through 1986. The reader is referred to the appendices to chapter 4 for more 
details.

As in the real wage regressions for individuals, the sample was restricted 
to the 25 MS As for which we have consistent CPI data. As with the real wage 
regressions, the 1986 price index was arbitrarily set to 1.0 for all MS As. Any 
cross-MSA differences in price as of 1986 will be absorbed by the MS A fixed 
effect included in the regression. (As in previous chapters, the MS A effect 
is implicitly included by first-differencing all variables from MS A means. This 
first-differencing also eliminates the intercept.)

The main effects of all growth and demand-induced growth on real earn 
ings have already been presented in figures 7.1 and 7.2. The actual regression 
includes an extensive list of demographic variables and time dummies. Table 
7A 1.1 shows the original OLS regression.

The original OLS and 2SLS regressions use the actual value of real earn 
ings as a dependent variable, not the log of real earnings, as real earnings 
can take on nonpositive values. The percentage effects on real earnings reported 
in the figures are calculated by dividing the originally estimated dollar effects 
on real earnings by the mean value of real earnings, $24,880. The standard 
errors in the figures are also calculated by dividing the originally estimated 
standard errors by $24,880. This approach yields standard errors in percent 
age effects at mean real earnings that are conditional on the sample mean value 
of real earnings. In other words, the sample mean is treated as a datum rather 
than as a stochastic variable. The unconditional standard error in estimates 
of the percentage effect at the population mean would be quite difficult to 
calculate.

As in previous micro data results, I also re-estimated the OLS regression 
with a dummy variable for the year 1984 or 1979 interacted with the employ 
ment variable. All estimates exclude individuals who were not in the MS A 
as of "f" years ago. For most of the sample, t is one year, but it is five years 
ago for 1979 and 1984. Hence, this interaction of the "8479" dummy with 
the employment variables enables us to see whether employment growth has 
any less—or greater—effect on the real earnings of long-term residents com 
pared to short-term residents. It thus addresses the argument that the growth 
effects measured here are due to growth attracting new residents with better 
economic prospects.



319

Table 7A 1.2 shows the relevant results for the equation with these interac 
tion terms. The interaction terms are individually statistically insignificant, 
and an F-test on their joint significant yields a value of .50 (df = 2, 14799; 
Prob. = .607), which is clearly insignificant. Furthermore, the point estimates 
clearly show that the long-run effect of an employment shock is very little 
different for the 1979 and 1984 sample compared to other years. Hence, there 
is no evidence that growth has different effects on short-term residents com 
pared to long-term residents.

In addition, as discussed in appendix 4.2,1 examined whether the usual OLS 
standard errors or these aggregate employment variables were biased due to 
a variance components structure of the data. As shown in table 4A2.2, the 
true OLS standard errors are probably about 15.6 percent higher than the usual 
OLS standard errors. Making this minor adjustment would have no effect on 
any inferences made in this chapter.

As was done in previous chapters, the effects of growth were re-estimated 
with the employment terms treated as endogenous in a 2SLS regression. The 
instrumental variables used in estimation were all other included variables in 
the regression, plus the current and eight lagged values of share effect predic 
tions of the logarithm of employment. Appendix 4.1 details how these calcula 
tions were done.

Hausman tests were done comparing OLS and 2SLS estimates. Comparisons 
used both the OLS and 2SLS optimal lag-lengths. The F-test statistic for the 
OLS optimal lag-length is 5.34 (df = 2, 14797; Prob. = .0011). The F-test 
statistic for the 2SLS optimal lag-length is also 5.34 (df = 4, 14795; Prob. 
= .0003). Both F-test statistics are clearly statistically significant. However, 
a coefficient by coefficient comparison of the 2SLS and OLS results, for the 
2SLS optimal lag-length, shows that the long-term effect of growth is not 
significantly different. Table 7A 1.3 presents this comparison, showing the dif 
ferences between the two sets of estimates and the standard errors.

Estimates were also done with terms in growth squared added to the employ 
ment growth terms. Table 7A 1.4 reports the estimated parameters for the 
employment variables in a growth squared specification with two lags in the 
employment variable, estimated by 2SLS. This two-lag specification minimized 
the AIC. To do 2SLS, terms in the square of share effect predicted growth 
were added as instruments. The F-test statistic for this specification versus 
the specification without terms in growth squared is .44 (df = 2, 14862; Prob. 
= .644, which is clearly insignificant. Also, the individual coefficients on 
growth squared are both insignificant and switch signs from the initial effect 
at zero lags to the effect at one lag. Hence, there is no strong evidence that 
1 percent extra growth has different effects at different initial levels of growth.
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Finally, estimates were also done allowing interactions between all employ 
ment terms and the individual's education, experience (defined as age- 
education-6 years), and race. Table 7A 1.5 shows the 2SLS version of the in 
teraction specification, among all lag-lengths up to eight, that minimizes the 
AIC. Additional instruments were created by interacting all the original share 
effect instruments with education, experience, and race. The AIC for this in 
teraction specification (1.2615) is clearly lower than the AIC for the no in 
teraction specification (1.2638), and an F-test rejects the hypothesis that 
the interaction terms do not matter. (Test statistic is 4.31; df = 15, 14847; 
Prob. = .8 times 10'7).

Table 7A 1.5 shows how the absolute real dollar effect of a growth shock 
varies with certain individual characteristics. To calculate how variations in 
these characteristics alter the percentage effect of growth on real earnings, 
we must also calculate how expected real earnings vary with those individual 
characteristics. As outlined in appendix 6.1, this is done by calculating the 
derivative of the percentage effect with respect to the individual characteristic 
at the mean value of all variables. For the present case, the appropriate calcula 
tion is

dP/dx = d(D/E)ldx
= (1/E2) [E(dD/dx) - D(dE/dx)] 
= (HE) (dD/dx) - P(dE/dx)/E

where P is the percentage effect of employment growth on real earnings, D 
is the dollar effect of employment growth on real earnings, E is expected real 
earnings for an individual with a particular set of demographic characteristics, 
and x is one of three demographic characteristics (education, experience, race). 
E, dD/dx, P, and dE/dx are all calculated at sample means.

This derivative is then multiplied by the "standardized" change (= 3.0 for 
education, 11.8 for experience, 1.0 for black) to get the percentage changes 
reported in table 7.4. Because this calculation is a derivative, this is only an 
approximation to the actual alteration in the percentage effect from a discrete 
change in an individual characteristic. However, actual calculations show the 
approximation is quite close in this range. The reported standard error of the 
percentage effect in table 7.4 is equal to the standard error of (dD/dx) multiplied 
by the standardized change and divided by mean earnings. In other words, 
this calculation is conditional on the sample value of mean earnings, the mean 
effect of growth on earnings, and the mean effect of x on earnings. A stan 
dard error calculation that did not condition on these sample values would be 
extraordinarily complex to calculate.
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Table 7A1.1 
Basic OLS Results for Real Earnings

Dependent Variable: REARN 
Analysis of Variance

Source DF Sum of Squares
Model 28 1.38469 times 10 12
Error 14890 3.52766 times 10 12
U Total 14918 4.91236 times 10 12
R-Squared: 0.2819
Adj. R-Sq.: 0.2805

Parameter Estimates 
Variable Parameter Estimate Standard Error

EDUC
EXPER
EDUC2
EXPER2
EDEX
SOPRE
FPERS
FREC14
VETSTA
BLACK
BEDUC
BEXPER
BEDUC2
BEXPER2
BEDEX
BSPOPRE
BFSIZ
BCHL6
BVETSTA
T80
T81
T82
T83
T84
T85
T86
GRO
EM1

1303
2205

77
-33
-37

7336
-13
-93
564

4616
-721
-360

24
9

-10
-2098
-423
974
738

-2591
-3675
-4091
-4549
-4479
-4171
-4229
26802
10917

324
108

10
1
5

376
112
257
314

9,614
1,073

341
33

4
16

1,010
271
874
901
565
570
651
576
547
560
606

7,324
3,065

NOTE: Full set of MSA dummies is implicitly included by first-differencing all variables from 
MSA means.
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Table 7A1.2
Partial Report of Results When Allowing Growth Effects

on Real Earnings to be Different for Years in Which Sample
Consists Solely of Long-Term Residents

Variable Parameter Estimate Standard Error

GRO
SGRO
SEMI
EM1

27222
-10354

-446
10588

7,518
15,314

540
3,114

NOTES: SGRO and SEMI are interaction terms between a dummy variable for the 1979 or 1984 
year, and the corresponding employment term. Only the employment terms are reported in this 
table. All the demographic characteristics from the previous table were also included.

Table 7A1.3 
Comparison of 2SLS and OLS Estimates of the Effects of Growth

Cumulative Effect After: 

0 years 1 year 2 years 3 years

2SLS

OLS

Difference

-261
(320)
241
(86)

-502
(308)

635
(429)
116
(96)
519

(418)

832
(376)
167
(82)
665

(367)

95
(80)
95

(34)
0

(72)

NOTES: All estimated effects show dollar effect of 1 percent growth shock. Standard error of 
difference is calculated, per Hausman, as square root of the 2SLS variance minus the OLS variance. 
Standard errors are in parentheses.

Table 7A1.4
Partial Results for 2SLS Estimates 

that Allow Growth Squared to Affect Real Earnings

Variable Parameter Estimate Standard Error

EM2 17245 5,914
GRSQO -331999 225,794
GRSQ1 161587 196,939
GRO -9658 27,178
GR1 99569 26,599

NOTES: Regression also includes full set of demographic characteristics and time dummies. GRSQO 
and GRSQ1 are the squares of the corresponding employment growth variables.
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Table 7A1.5
Partial Results for 2SLS Specification that Allows

Demographic Characteristics to Alter Absolute Dollar Effects
of Growth on Real Earnings

Variable Parameter Estimate Standard Error

EM4
EDEM4
BLEM4
EXEM4
EDGRO
EDGR1
EDGR2
EDGR3
BLGRO
BLGR1
BLGR2
BLGR3
EXGRO
EXGR1
EXGR2
EXGR3
GRO
GR1
GR2
GR3

3437
404

-863
60

-2563
2078

-2494
-4954
11320
-6080
27150
-1027
-1101

1283
-900
1021

16503
16986

138482
28318

8,767
79

796
20

3,059
2,993
2,963
2,557

29,586
29,914
30,135
27,761

720
744
742
630

5,5965
62,239
65,287
53,907

NOTES: Regression also includes full set of demographic characteristics and time dummies. The 
variables with an ED, BL, or EX prefix, followed by the acronym for an employment variable, 
are interaction terms equal to one of three demographic characteristics (EDUC, BLACK, or 
EXPER) times that employment or growth variables.
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Appendix 7.2 
Estimates of "Permanent" Real Earnings

The estimates of permanent real earnings used in constructing table 7.5 are 
based on a somewhat unusual regression analysis. Specifically, real earnings 
for each individual in the real earnings sample were regressed on the in 
dividual's education, experience (again defined as age-education-6), and race. 
The predicted value of real earnings from this regression was used as an estimate 
of permanent real earnings. This estimate is somewhat unusual in that earn 
ings equations typically include many determinants in addition to the three that 
were included in this case.

This inclusion of just three determinants was to make consistent the factors 
allowed to alter the effects of growth on real earnings and the factors allowed 
to alter real earnings. Only education, experience, and race were allowed to 
alter growth's effects on real earnings in the equations described in table 7.4 
and in appendix 7.1. These estimating equations describe how the real dollar 
effects of growth change with these variables, but implicitly do not allow other 
variables to change the real dollar effects of growth. If other variables, either 
observed or unobserved, play a role in our estimates of permanent real earn 
ings, there is an inevitable bias toward finding a progressive effect of growth. 
For those individuals who are predicted by variables other than education, ex 
perience, and race to have low permanent earnings, the predicted percentage 
effect will tend to be high, as these other variables are not allowed to alter 
the real dollar effects of growth.

Regression estimates of how education, experience, and race affect real earn 
ings are reported in table 7A2.1. The estimates are all highly significant, and 
have the expected sign and magnitudes.

Table 7A2.1
Regression Analysis of Effects of Education, Experience, 

and Race on Adult Male Earnings

Dependent Variable: Real Earnings 
Mean of Dependent Variable: 24,880
Model SSR: 4.092 times 10 12

Variable
Intercept 
Education
Experience 
Black

Parameter
Estimate

-9293 
2440

148 
-7178

Standard
Error

785 
47
12 

441
NOTES: Education and experience are measured in years. Experience = Age-education-6. Black 
= 1 if racial status = black, = 0 otherwise.
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Appendix 8.1 
Illustrative Arguments

for Why State and Local Economic Development Policies 
May Provide National Employment Benefits

This appendix presents two diagrams that strengthen two arguments made 
in chapter 8: the benefits of an extra job are higher in high-unemployment 
areas than in low-unemployment areas; and nationwide wage subsidies can 
increase national employment in labor markets suffering from involuntary 
unemployment.

Figure 8A1.1 compares the benefits of a job in high-unemployment and low- 
unemployment local labor markets. I assume the areas have identical labor 
supply curves. Each point on the labor supply curve represents the reserva 
tion wage to some individual of supplying an additional unit of labor. Both 
the areas have identical efficiency wages of we. I assume this efficiency wage 
does not vary with labor demand conditions in the local labor market; the im 
plications of relaxing this assumption are discussed below.

Area 1 differs from Area 2 in having lower labor demand. As a result, the 
equilibrium employment in Area 1 is NI, and in Area 2 is N2 . Involuntary 
unemployment in Area 1 is equal to line segmentyfr (= Lg- NJ, and is higher 
than involuntary unemployment in Area 2, which is given by line segment 
fe(=L*-NJ.

Another assumption is that scarce jobs are rationed among individuals ac 
cording to their reservation wages. Individuals with lower reservation wages 
are assumed to out-compete individuals with higher reservation wages for the 
scarce jobs, because their job search intensity is higher, and their quit rate 
lower. In Area 1, the available jobs go to individuals with reservation wages 
less than wlr . In Area 2, the available jobs go to individuals with reservation 
wages less than w*.

One more job in a local labor market has benefits to the individual obtain 
ing the job equal to the wage paid minus that individual's reservation wage. 
In Area 1, this benefit is equal to line segment ba, or we - wj.. In Area 2, 
this benefit is equal to line segment ec, or we - w2f .

A symmetric argument can be made for the cost of losing a job from a local 
labor market. The cost is equal to the wages lost minus the individual's reser 
vation wage. In Area 1, the cost of losing one job is line segment ba, while 
in Area 2 the cost of losing one job is line segment ec.

Hence, transferring a job from Area 2 to Area 1 could have net efficiency 
benefits. The marginal individual who gains a job in Area 1 enjoys benefits 
of ba, while the marginal individual losing a job in Area 2 suffers a loss equal
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Figure 8A1.1 
Variations in the Value of a Job in High vs. Low Unemployment Areas

Real 
Wage

N, Quantity 
of Labor

NOTES: L and L represent high and low unemployment markets.
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to ec. The net national benefits of the transfer for workers are ba - ec. Transfer 
ring a job from Area 2 to Area 1 also distorts business location decisions, 
and the efficiency costs of this distortion should be weighed against the benefits 
for workers. Presumably, gross profits (without economic development sub 
sidies) of having this job in Area 1 are less than the gross profits associated 
with having the job in Area 2. But as long as the reduction in gross profits 
is less than the net worker gain of ba- ec, national economic efficiency will 
be enhanced by this geographic reallocation of jobs.

The assumption that efficiency wages in a local labor market do not change 
with labor market conditions could be relaxed. It would be reasonable to assume 
that there is some tendency for the equilibrium efficiency wage to increase 
as unemployment is reduced. This would be true, for example, in models in 
which above-market efficiency wages are in part designed to give workers an 
incentive to work hard to avoid being fired. As unemployment is reduced, 
higher wages would be required to give the proper incentive to workers. In 
the diagram, this efficiency wage variation with unemployment could be 
depicted by drawing the efficiency wage locus as an upward sloping curve, 
rather than the horizontal line that figure 8A 1.1 actually shows.

Even with this relaxation of assumptions, the conclusion that extra jobs benefit 
higher unemployment areas the most would not change as long as the efficien 
cy wage locus is flatter than the reservation wage/labor supply curve. If the 
efficiency wage locus is flatter than the reservation wage curve, then the dif 
ference between efficiency wages and reservation wages will increase for local 
unemployment increases caused by reduced labor demand. A relatively flat 
efficiency wage locus seems reasonable for local labor markets, as workers 
will make comparisons with other local labor markets to determine whether 
the wages they receive are fair. The empirical evidence (Dickens and Katz 
1987) suggests that fairness considerations are probably more important in set 
ting efficiency wages than the need to avoid employee monitoring costs by 
giving workers an incentive to avoid being fired; for example, industry prof 
its seem a more important determinant of industry wage differentials than dif 
ferences across industries in the difficulty of monitoring worker productivity.'

Figure 8A 1.1 assumes that differences in local unemployment are largely 
due to differences in local labor demand conditions. However, the argument 
that an extra job has greater benefits in high-unemployment local labor markets 
will still probably be valid if labor supply shifts cause differences in local 
unemployment rates. For example, the benefits of an extra job in Area 1 or 
Area 2 would tend to be higher after a parallel rightward shift in the labor 
supply curve, which would cause both greater unemployment and lower reser 
vation wages for the marginal individual who gains that extra job.
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Figure 8A1.2 considers the employment and efficiency effects of worker- 
financed subsidies for business labor demand. I consider first the case of in 
voluntary unemployment in a national labor market. The efficiency wage is 
fixed at we, with employment of N, and unemployment equal to line segment ak.

Consider a national wage subsidy of sn paid to businesses and financed 
by workers. This will cause an upwards shift in the labor demand curve of 
sn = bm, and an upward shift in the labor supply curve of ec = sn. Employ 
ment will increase from NtoN'. The reduction in labor supply has no effect 
on equilibrium employment, as at the new equilibrium point (point m in the 
diagram), labor supply still exceeds labor demand, resulting in involuntary 
unemployment. Labor demand is still the key constraint that determines 
employment.

Will there be enough increased product demand to purchase the increased 
output produced by these additional workers? As shown below the diagram, 
when one considers the increase in business profits, the increase in workers' 
gross incomes (before paying increased taxes to finance the wage subsidy), 
as well as the decrease in worker income caused by the increased taxes on 
workers, the net increase in income exactly equals the value of the increased 
production resulting from the extra employment. In a model such as this, where 
there is only one good, all of this income will be spent on the one good.

The increased employment is associated with efficiency benefits for the na 
tional economy. Businesses gain profits and the additional employed workers 
gain, ignoring taxes, a surplus equal to the gross wages they receive minus 
their reservation wages. Counterbalancing these benefits is the tax cost to 
workers of financing the subsidy. The net effect, shown below the figure, is 
equal to area amfg, that is, the area bounded by points a,m,f, and g. The area 
can also be seen as the net difference between the value of what additional 
workers produce (amxz), minus the opportunity cost of their time, equal to 
their reservation wages (ficzg).

This analysis of wage subsidy effects implicitly assumes that unemployment 
is of the variety that economists label "classical unemployment": unemploy 
ment due to wages being above-market-clearing levels. If product markets are 
also in disequilibrium, with prices such that product supply exceeds product 
demand, then wage subsidies may not increase employment. Any individual 
firm will not find it in its interest to increase employment, even with a wage 
subsidy, as there will not be product demand for the firm's increased output. 
This is the case of what economists label "Keynesian unemployment." Because 
economic development policies are aimed at increasing long-run employment 
levels, it seems more appropriate to consider the case of classical unemploy-
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Real 
Wage

Figure 8A1.2
Effects of Wage Subsidies

in Labor Markets with Involuntary Unemployment

N' N* Quantity 
of LaborWelfare Analysis of Unemployment Case

Cost of subsidy = (-sbmri)
A in profits = +samn
Gross A in workers' surplus = +abfg

Net = +amfg

Demand/Supply Analysis of Unemployment Case

A in value of production = +amxz
A in income available for demand = A profits+A gross workers' incomes-subsidy costs

= samn + abxz - sbmn
= anvcz 

Hence AS = AD
NOTES: Subsidy to labor demand shifts LD to L' D, L to L'

Lf iJ i3
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ment rather than the case of Keynesian unemployment. While insufficient prod 
uct demand may be the main constraint to employment expansion during a 
recessionary period, long-run chronic unemployment seems more likely to be 
due to above-market-clearing wages rather than above-market-clearing prod 
uct prices. 2

In the case of full employment, worker-financed wage subsidies are unlike 
ly to lead to much employment expansion. The initial full employment 
equilibrium will be at a point such as point c. Worker-financed wage subsidies 
will shift both labor demand and labor supply curves up. The most straightfor 
ward assumption is that each firm receives a flat dollar wage subsidy, and 
each worker pays a flat dollar tax to finance that subsidy. Under that assump 
tion, both labor demand and labor supply curves shift up by the same amount. 
The equilibrium shifts from point c to point e. Employment is unchanged. 3

NOTES

1. The efficiency wage locus will not be flatter than the reservation wage locus if efficiency wages' 
only purpose is to give workers a greater incentive to avoid unemployment. For example, in the 
model of Bulow and Summers (1986), the reservation wage of workers is flat up to the fixed 
available labor supply, while efficiency wages increase as employment goes up and unemploy 
ment goes down. Hence, in their model, low-unemployment labor markets gain more from an 
extra job than high-unemployment labor markets, because wage rates are higher in low- 
unemployment labor markets, but reservation wages of the marginal individual are no different 
in the two labor markets.

If this model were true, there would be efficiency benefits from transferring jobs from high- 
unemployment areas to low-unemployment areas. Furthermore, we would expect low-unemployment 
areas to more vigorously pursue economic development policies than high-unemployment areas. 
Economic development competition would reallocate jobs to low-unemployment areas, but this 
reallocation would be economically efficient. Hence, even under a Bulow/Summers model, there 
would still be national benefits from state and local competition for jobs.

However, as outlined in the appendix text, the evidence suggests that fairness is a more impor 
tant determinant of efficiency wages than the need to provide incentives for workers to want to 
avoid being fired. Hence, it seems unlikely that the Bulow/Summers model is a good guide to 
how the benefits of an extra job vary in different local labor markets.
2. For an excellent recent discussion of different theories of unemployment, see Davidson (1990).
3. One could make different assumptions about the form of the subsidies and taxes that might 
lead to some effects of this wage subsidy policy on employment, either positive or negative. 
However, any such distortion of employment from the full employment equilibrium level could 
be shown to be inefficient.
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